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Nomenclature

A [m2] Vacuum chamber cross section area or volume per
unit of axial length

A(r, t) [W/m3] Source term of energy input on the electrons
a [m] Vacuum chamber or channel height or width
a A constant in equations
B [T] Magnetic field
B(r, t) [W/m3] Source term of energy input on the lattice
b [m] Vacuum chamber or channel width or height
C [m2/s] Distributed pumping speed of pumping holes or

slots per unit axial length
Ce/a [J/(kg⋅K)] Specific heat of the electronic/lattice system
c [m2/s] Distributed pumping speed per unit axial length
D [m2/s] Knudsen diffusion coefficient
D Accumulated dose of particle bombarding a

surface
– D or D

𝛾
Photon dose

⚬ D or D
𝛾

[photons] Total photon dose
⚬ D or D

𝛾
or DL [photons/m] Photon dose per unit of axial length

⚬ D or D
𝛾

or DA [photons/m2] Photon dose per unit of area
– D or De Electron dose⚬ D or De [electrons]

Total electron dose⚬ D or De or DL [electrons/m]
Electron dose per unit of axial length⚬ D or De or DA [electrons/m2]
Electron dose per unit of area

– D or Di Ion dose
⚬ D or Di [ions] Total ion dose
⚬ D or Di or DL [ions/m] Ion dose per unit of axial length
⚬ D or Di or DA [ion/m2] Ion dose per unit of area



xviii Nomenclature

d [m] Tube or orifice diameter
E Energy of charged particles
– E [MeV, GeV, TeV] Energy of particles in the beam
– E0 Rest energy, e.g. E0 = 0.511 MeV for electron and

E0 = 938.27 MeV for proton
– Ee or E [eV, keV] Energy of test electron in ESD and SEY

measurements
– Ei or E [eV, keV] Energy of test ion in ISD
– Edes [eV] Desorption energy

 [V/m] Electric field
F [m] Vacuum chamber cross section circumference or

surface area per unit axial length
f Fraction of beam ions (0< f < 1)
g [W/(m3⋅K)] Electron–phonon coupling
H (index) [ions/s] or [ions/(s⋅m)] Ion flux
I [A] Charged particle beam current

– Ie [mA] (Photo)electron current
– Ii [mA] Ion current

I [J] Mean ionization potential
J [molecules/(s⋅m2)] An impingement rate
K e/a [W/(m⋅K)] Thermal conductivity of the electronic/lattice

system
Kn Knudsen number
Kq Charge state of ions
L [m] Length of vacuum chamber
M [kg/mol] or [amu] Molecular molar mass
Mhi A number of hits on facet i′ in TPMC model
Mpi A number of particles pumped by facet i in TPMC

model
m [kg] (molecular) mass
N [molecules] A number of molecules in a volume
N A number of generated molecules in TPMC model
n [molecules/m3] Number density of gas
ne [molecules/m3] Thermal equilibrium gas density (in Chapters 7

and 9)
ne [electrons/m3] Electron density (in Chapters 8 and 10)
P [Pa] Pressure
P [W/m] Power dissipation per unit axial length
R [m] Bending radius of dipole magnet
R or 𝜌 Photon reflectance (reflectivity coefficient)
Rz [μm] Mean surface roughness
r [m] Radius



Nomenclature xix

Q [molecules/s] or Q* [Pa⋅m3/s] Local gas flux
q [molecules/(s⋅m2)] or q* [Pa⋅m/s] Specific outgassing rate
q [molecules/(s⋅m)] or q* [Pa⋅m2/s] Gas desorption flux per unit axial length
S [m2/s] Distributed pumping speed per unit axial length
Seff [m3/s] Effective pumping speed
Sid = Av∕4 [m3/s] Ideal pumping speed
Sp [m3/s] Pumping speed of a lumped pump
S = FLv∕4 [m3/s] Ideal wall pumping speed of accelerator vacuum

chamber of length L
SA [m/s] Specific pumping speed (pumping speed per unit

of surface area)
s [molecules/m2] Surface molecular density, a number of adsorbed

molecules
s0 [molecules/m2] A number of adsorption sites
T [K] Temperature of gas or walls of vacuum chamber
t [s] Time
U = u/L [m3/s] The vacuum chamber conductance
u = AD [m4/s] Specific vacuum chamber conductance per unit

axial length
V [m3] Vacuum chamber volume
v [m/s] Bulk velocity
v [m/s] Average molecular velocity
vrms [m/s] Root-mean-square molecular velocity
W Transmission probability matrix
w Transmission probability
x and y [m] Transversal coordinate
Z Atomic number
Zeff Effective charge of projectile ion, screened by

electrons
z [m] Longitudinal coordinate along the beam vacuum

chamber

𝛼 Sticking probability of molecules on vacuum
chamber walls

𝛼 Exponent in Eqs. (4.29), (4.34), and (4.35) for 𝜂(D)
𝛽 Capture coefficient
Γ Photon flux
– Γ [photons/s] Total photon flux
– Γ or ΓL [photon/(s⋅m)] Linear photon flux (photon flux per unit of axial

length)
– Γ or ΓA [photon/(s⋅m2)] Photon flux per unit surface area



xx Nomenclature

– Γmrad [photon/(s⋅mrad)] Photon flux from the beam in dipole magnetic field
into 1 mrad bend

𝛾 The Lorentz factor: 𝛾 = E/E0

𝛿 Secondary electron yield
𝜀 Photon energy
𝜀c Critical energy of SR
𝜂 or 𝜂e or 𝜉 [molecules/electron] ESD yield
𝜂 or 𝜂

𝛾
[molecules/photon] PSD yield

𝜂t [molecules/(s⋅m2)] or [Pa⋅m] Specific thermal outgassing rate
𝜂
′ or 𝜂e

′ or 𝜉′ [molecules/electron] ESD yield from cryosorbed gas (secondary ESD)
𝜂
′ or 𝜂

𝛾

′[molecules/photon] PSD yield from cryosorbed gas (secondary PSD)
Θ Electron flux (surface bombardment intensity)
– Θ [electron/s] Total electron flux
– Θ or ΘL [electron/(s⋅m)] Electron flux per unit axial length
– Θ or ΘA [electron/(s⋅m2)] Electron flux per unit surface area
Θ [mrad or ∘] Incidence angle of bombarding particles
𝜃 = s/s0 Normalised surface coverage
𝜈0 [s−1] Oscillation frequency of bound atom/molecule
𝜌 A pump capture efficiency (or a capture

coefficient), pump mesh or beam screen
transparency

𝜌(x, y) [C/m3] Beam charge density
𝜏 [s] Beam lifetime, an average residence time of sorbed

molecule on a surface
𝜎 [m2] An ionisation cross section of the residual gas

molecules by beam particles, an interaction cross
section (in Chapter 1)

𝜎x and 𝜎y [m] Transverse r.m.s. beam sizes
𝜒 [molecules/ion] ISD yield
𝜒

′ [molecules/ion] ISD yield from cryosorbed gas (secondary ISD)

Physical Constants

c Speed of light in vacuum c= 299 792 458 m/s
kB Boltzmann constant kB = 1.380 650 4(24)× 10−23 J/K

= 1.380 650 4(24)× 10−23 Pa⋅m3/K
h Plank’s constant h = 6.626 069 57× 10−34 m2⋅kg/s
qe Elementary charge qe = 1.602 176 46× 10−19 C
NA Avogadro constant NA = 6.022 140 76× 1023 mol−1

R Ideal gas (Regnault) constant R = 8.314 459 8(48) J/(mol⋅K) or
Pa⋅m3/(mol⋅K) or kg⋅m2/(mol⋅K⋅s2)
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List of Abbreviations

AC angular coefficient method
ESD electron-stimulated desorption
ISD ion-stimulated desorption
NEG non-evaporable getter
PEE photoelectron emission
PEY photoelectron yield
PSD photon-stimulated desorption
RGA residual gas analyser
SEE secondary electron emission
SEY secondary electron yield
SIP sputter ion pump
SR synchrotron radiation
TD thermal desorption
TPMC test particle Monte Carlo method
TMP turbo-molecular pump
TSP titanium sublimation pump
UHV ultra-high vacuum
XHV extreme high vacuum

Frequently Used Vacuum Units and Their Conversion
Vacuum Units

Pa mbar Torr bar
Atmosphere at
sea level

Pa 1 10−2 7.500 62× 10−3 10−5 9.869 2× 10−6

mbar 100 1 0.750 062 10−3 9.869 2× 10−4

Torr 133.322 1.333 22 1 1.333 22× 10−3 1.315 8× 10−3

bar 105 103 750.062 1 0.986 92
atm 1.013 25× 105 1.013 25× 103 760 1.013 25 1

Conversion of Frequently Used Units

Amount of
gas

PV N = PV
kBT

nmol =
PV
RT

m = M PV
RT

Units Pa⋅m3 = 10 mbar⋅l molecules mol kg

Gas flow d(PV )
dt

dN
dt

dnmol

dt
dm
dt

Units Pa⋅m3/s = 10 mbar⋅l/s molecules/s mol/s kg/s

Specific
outgassing
rate

1
A

d(PV )
dt

1
A

dN
dt

1
A

dnmol

dt
1
A

dm
dt

Units Pa m/s = 105 mbar⋅l/(s⋅cm2) molecules/(s⋅cm2) mol/(s⋅cm2) kg/(s⋅m2)
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Monolayer (ML)

A monolayer (ML) is a one-molecule thick layer of closely packed molecules of
gas on a geometrically flat surface.

In practical estimations for the gases present on rough surface of accelera-
tor vacuum chamber, an approximate value of 1 ML ≈ 1015 molecules/cm2 can
be used.
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Introduction

Oleg B. Malyshev

ASTeC, STFC Daresbury Laboratory, Keckwick Lane, Daresbury, Warrington WA4 4AD Cheshire, UK

A large number of good books related to vacuum science and technology
have already been written. Thus, the International Union for Vacuum Science,
Technique and Applications (IUVSTA) and American Vacuum Society (AVS)
have published on their websites a list of ‘Textbooks on vacuum science and
technology published, 1922–2003’, prepared by Kendall B.R. [1] which a list of
textbooks on vacuum science and technology published in 1922–2003, prepared
by Kendall B.R., which has 136 book titles, including [2–6]. A few more books
were published in recent years to represent a modern level of knowledge in the
rarefied gas dynamics and modelling, design of vacuum system and vacuum
technology, and vacuum instrumentation and materials [7–10]. However,
these books do not cover a number of specific problems related to vacuum
systems of charged particle accelerators and other large vacuum systems. The
lack of this specialist education materials was covered by CERN Accelerator
Schools in 1999, 2007, and 2017 (published in their proceedings [11–13]) and in
vacuum-related articles in the Handbook of Accelerator Physics and Engineering
[14], related to a number of different aspects of vacuum science, technology,
and engineering for particle accelerators. The proceedings of two workshops on
vacuum design of synchrotron radiation (SR) sources were also published by
AIP [15, 16]. However, there are a very small number of publications related to
accelerator vacuum chamber modelling and optimisation, including selecting
and manipulating the input data to the model [17–19], although there were a
few presentations at conferences, workshops, schools, and short courses on this
subject.

This book aims to help vacuum scientists and engineers in the gas dynamics
modelling of accelerator vacuum systems. It brings together the main considera-
tions, which have to be discussed and investigated during modelling and optimi-
sation in a design of particle accelerator vacuum system, as well as to give some
analytical solutions that could be useful in vacuum system design optimisation.
This includes, first of all, an analysis of experimental data that should be used
as inputs to analytical models; secondly, an understanding of what physical and
chemical processes are happening in the vacuum chamber with and without a

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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beam; and thirdly, choosing and applying a model (or available software) and
interpreting the results. It is expected that readers have theoretical knowledge
and practical experience in vacuum science and technology, thermodynamics,
gas dynamics and some basic knowledge in particle accelerators.

The structure of the book corresponds to a workflow in the design of accelerator
vacuum chamber:

(1) Chapter 1 describes first considerations at the beginning of work on a new
machine such as what type of machine and what vacuum specifications,
rough vacuum estimations, etc.

(2) Chapters 2–5 provide an input data for gas dynamics models:
– Synchrotron radiation(SR) is one of the main characteristics required in

modelling of vacuum systems of many particle accelerators. Chapter 2
describes photon flux, critical energy, power, and angular distribution
from dipoles, quadrupoles, wigglers, and undulators. The authors were
writing the formulas in the format that could be useful for the vacuum
designers.

– Chapter 3 is focused on two important effects in the interaction between
SR and vacuum chamber walls: photon reflectivity and photoelectron pro-
duction. These two effects play a significant role in the photon-stimulated
desorption processes in room temperature and cryogenic beam chambers,
and the beam-induced electron multipacting and should also be consid-
ered in the ion induced pressure instability.

– Chapter 4 describes the main materials used in accelerator vacuum cham-
bers, their cleaning procedure, thermal outgassing, and electron-, photon-,
and ion-stimulated desorption.

– Chapter 5 is devoted to a very special vacuum technology – non-evaporable
getter coating.

(3) Chapters 6–10 describe the gas dynamics models:
– Chapter 6 describes vacuum system modelling using two main

approached: a one-dimensional diffusion model and a three-dimensional
test particle Monte Carlo method. We recommend reading this chapter
before the following Chapters 7–10.

– Chapter 7 describes specific problems of particle accelerators at cryogenic
temperature.

– Chapter 8 demonstrates how vacuum chamber design of positively
charged machines can be affected by mitigation of beam-induced electron
multipacting and e-cloud.

– Chapter 9 describes the ion-induced pressure instability, another potential
problem of positively charged machines, gas dynamics model, a number of
analytical solutions, and stability criteria.

– Chapter 10 is fully devoted to the heavy ion machine vacuum problems
and solutions. We recommend reading Chapters 6–9 before this chapter.

The authors believe that vacuum scientists and engineers, postdocs and PhD
students will find the book very helpful in their work related to the gas dynamics
modelling and vacuum design of charged particle accelerator vacuum systems.
The authors would be happy to receive a feedback or comments to any part of
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this book. This includes questions related to clarity, consistency, typos, missing
points, wish-to-see, etc.
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Vacuum Requirements
Oleg B. Malyshev

ASTeC, STFC Daresbury Laboratory, Keckwick lane, Daresbury, Warrington WA4 4AD Cheshire, UK

1.1 Definition of Vacuum

The content of this book is fully related to vacuum, so it is reasonable to begin
with its definition. It appears that the ‘common sense’ definition is very different
from the scientific one. For example, Oxford Dictionaries [1] defines vacuum as ‘a
space entirely devoid of matter’. A space or container from which the air has been
completely or partly removed, while Cambridge Dictionaries Online [2] gives a
more accurate definition: ‘a space from which most or all of the matter has been
removed, or where there is little or no matter’. However, the scientific community
refers to the ISO standards, ISO 3529-1:1981 [3], where the definition of vacuum
is given as follows:

“1.1.1
vacuum
A commonly used term to describe the state of a rarefied gas or the envi-
ronment corresponding to such a state, associated with a pressure or a
mass density below the prevailing atmospheric level.”

In other words, in rarefied gas dynamics, a gas is in vacuum conditions as soon
as its pressure per standard reference conditions is below 100 kPa. In practice,
vacuum conditions apply when a vacuum pump connected to a closed vacuum
vessel is switched on.

Theoretically, there is no limit for rarefication. However, in practice, there is
a limit of what can be achieved and what can be measured. Nowadays, some
modern vacuum systems may cover up to 15–16 orders of magnitude of gas rar-
efication, whereas the total pressure measurements are technologically limited to
∼10−11 Pa.

For convenience, ‘to distinguish between various ranges or degrees of vacuum
according to certain pressure intervals’, ISO 3529-1:1981 also defines the ranges
of vacuum:

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Low (rough) vacuum: 100 kPa to 100 Pa
Medium vacuum: 100 to 0.1 Pa
High vacuum (HV): 0.1 Pa to 10 μPa
Ultra-high vacuum (UHV): below 10 μPa

A vacuum system designer should be aware that regardless the definition of the
vacuum ranges given by ISO 3529-1:1981, a few alternative ranges with different
boundaries and two more ranges (very high vacuum [VHV] and extremely high
vacuum [XHV]) are used in vacuum community, for example, when each range
covers exactly 3 orders of magnitude:

Low (rough) vacuum: 105 to 102 Pa
Medium vacuum: 102 to 10−1 Pa
High vacuum (HV): 10−1 to 10−4 Pa
Very high vacuum (VHV): 10−4 to 10−7 Pa
Ultra high vacuum (UHV): 10−7 to 10−10 Pa
Extremely high vacuum (XHV): below 10−10 Pa

1.2 Vacuum Specification for Particle Accelerators

1.2.1 Why Particle Accelerators Need Vacuum?

All particle accelerators are built to meet certain user’s specifications (e.g. certain
luminosity in colliders; defined photon beam parameters in synchrotron radia-
tion (SR) sources; specified ion or electron beam intensity, timing and a spot size
on a target; etc.). The user’s specifications are then translated to the specifica-
tion to the charged particle beam parameters, which, in their turn, are translated
the specifications to all accelerator systems where the specifications to vacuum
system are one of the most important for all types of particle accelerators.

Ideally, charged particles should be generated, accelerated, transported,
and manipulated without any residual gas molecules. However, residual gas
molecules are always present in a real vacuum chamber. The energetic charged
particles can interact with gas molecules and these interactions cause many
unwanted effects such as loss of the accelerated particle, change of a charge state,
residual gas ionisation, and many others [4, 5].

In practice, vacuum specifications for particle accelerators or other large vac-
uum system are set to minimise these effects of beam–gas interaction to a toler-
able level when their impact on beam parameters is much lower than one from
other physical phenomena. Thus, the particle accelerator vacuum system should
provide the required (or specified) vacuum in the presence of the charged parti-
cle beam.

Not only the residual gas affects the beam, but the beam can also cause an
increase of gas density by a beam-induced gas desorption in its vacuum chamber.
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There are a number of such effects such as photon-, electron-, and ion-stimulated
desorption, inductive heat, radiation damage of vacuum chamber material, etc.

There are a number of different types of charged particle accelerators with var-
ious specifications to vacuum. Common in all these specifications is that the
unwanted effect due to the presence of residual gas in a vacuum system should be
negligible. Generally speaking, the particle accelerators are designed to generate,
accelerate, form, and transport the charged particle beams with some required
beam characteristics [6, 7] to an area of application such as an interaction point
in colliders [8–10] and solid, liquid, or gaseous targets [11, 12], or to the device(s)
where the beam used for generating photons in SR sources [13, 14] (in dipoles,
wigglers undulators or free electron lasers [FELs]), etc. In all these cases the loss
rate of charged particles due to unwanted beam–gas interactions should be below
a tolerable level, defined by a process or a phenomenon for which the beam is
generated. The beam–gas interactions of different natures are well described in
literature (for example: see Ref. [7], p. 155 in Ref. [15]) and are summarised in
Table 1.1.

The interactions of high energy particles with gas atoms, molecules, or any
other type of a target (other particles in gaseous, liquid, or solid state) are deter-
mined in terms of an interaction cross section, 𝜎, a probability the beam particles
to interact with the atoms of target. When a charged particle beam of intensity,
I, crosses a target of thickness dx with a density of atoms n, the change in beam
current is

dI = −I𝜎n dx. (1.1)

The charged particle beam moves with a velocity, v, passing through the thickness
dx with time dt: dx = v dt. Thus, Eq. (1.1) can be rewritten as follows:

dI
dt

= −I𝜎nv. (1.2)

The cross section is a constant having the dimension of an area, i.e. m2 in SI.
However, a widely practical unit is also a barn: 1 barn = 10−28 m2. The interaction

Table 1.1 The beam–gas interactions.

Beam–gas interactions Type of affected beam particles

Inelastic Bremsstrahlung e+, e−

Ionisation energy loss All particles
Electron capture Low energy A+, AZ+

Electron loss A+, A−, AZ+

Nuclear reactions All particles
Elastic Single Coulomb scattering All particles

Multiple Coulomb scattering AZ+, p

Gas ionisation

Space charge Ion cloud space charge Negatively charged beams
Electron cloud space charge Positively charged beams
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cross sections depend on the nature and energy of colliding particles. These
cross sections can be found in specialised literature, for example, in the booklets,
provided by the Particle Data Group (PDG) [16], in Refs. [17, 18] and on p. 213
in Ref. [7].

1.2.2 Problems Associated with Beam–Gas Interaction

The potential problems for particle accelerators associated with beam–gas inter-
action were shortly described in the following.

1.2.2.1 Beam Particle Loss
In the case of storage rings, the beam current, I, decays with time t as

I = I0 exp
(
− t
𝜏

)
, (1.3)

where 𝜏 is the total beam lifetime. There are numerous effects that define the
intrinsic beam lifetime 𝜏beam such as quantum effect, Touschek effect, and particle
lifetime, etc., and a beam–gas interaction lifetime 𝜏gas is defined as

1
𝜏gas

= v
∑

i
𝜎i ni, (1.4)

where n is the residual gas density for a gas species i, 𝜎 is the beam–gas interaction
cross section, and v [m/s] is a velocity of beam-charged particles [19, 20].

Then the total beam lifetime is defined as
1
𝜏

= 1
𝜏beam

+ 1
𝜏gas

. (1.5)

Shorter lifetime requires more often interruption of the user’s operation of par-
ticle accelerator to top up the beam; therefore the longer the total beam lifetime,
the better.

Thus, the criteria for a good vacuum in the storage rings can be defined as

𝜏gas > 𝜏beam. (1.6)

In linacs, the beam lifetime is not an issue, so the criterion for a ‘good vacuum’
would be a tolerable beam loss rate due to a beam–gas interaction.

1.2.2.2 Background Noise in Detectors
The beam–gas interaction debris and Bremsstrahlung radiation may increase
background noise in a detector at interaction points in colliders and in other
sensitive instruments in a machine. In this case the criterion for a ‘good vacuum’
is a tolerable noise in detectors or instruments due to the beam–gas interactions
in the interaction region. One should consider that the source of the debris or
radiation could be quite far away from a detector or an instrument or within
a line of sight for radiation and upstream/downstream of nearest dipoles for
charged debris/particles.
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1.2.2.3 Residual Gas Ionisation and Related Problems
The beam–gas interaction causes not only the beam losses but also gas molecule
ionisation. Therefore, gas species ions and electrons with low energies are gener-
ated along the beam pass. These ions can create an ion cloud with a space charge
that affects the negatively charged beam quality such as an emittance grow, a tune
shifts, tune spreads, coherent collective multi-bunch instabilities, and a reduced
beam lifetime due to increased local pressure (see pp. 129 and 165 in [15]). These
effect are called the fast ion instability and the ion trapping instability.

In the case of positively charged beams, the electrons generated from the
beam–gas interaction, together with photoelectrons and secondary electrons,
are added in the electron cloud (see p. 133 in [15] and Chapter 8), also causing
the beam emittance to grow.

The ions generated with positively charged beams can cause an ion-induced
pressure instability (see Chapter 9), a quick pressure increase in the beam vacuum
chamber.

The ionisation cross section of the residual gas molecules by beam particles is
one of the key parameters for the ion-induced pressure instability.

The ionisation cross sections of the residual gas molecules for positrons and
protons were reported in the literature, for example, see [7], Refs. [7, 21–26], and
references within. Following the Bethe theory, the ionisation cross sections can
be calculated with the following equation:

𝜎 = 4𝜋
(
ℏ

mc

)2
(M2x1 + Cx2) = 1.874 × 10−20 cm2(M2x1 + Cx2), (1.7)

where x1 = 1
𝛽2 ln

[
𝛽

2

1−𝛽2

]
− 1, x2 = 𝛽−2, 𝛽 = v

c
=
√

1 −
(

E0

E

)2
, and E and E0 are the

total and rest energy of a particle, respectively. The coefficients M2 and C for var-
ious gases were reported in Ref. [21]. Table 1.2 reproduces the reported data for
the gases that are usually present in vacuum chamber of particle accelerators.
The ionisation cross sections calculated with Eq. (1.7) are shown in Figure 1.1 for
positron and electron (or proton) beams as a function of their particle energy. It
should be noted that the ionisation cross sections depend only on the velocity
of the ionising particle, but neither on its charge nor on its mass. However, the
energy of the ionising particles depend on their mass; thus the graph for the elec-
tron and positron ionisation cross sections and a function of energy are the same,
while the proton energy for the same velocity is larger by a proton/electron mass
ratio, thus shifting the proton energy axis by this ratio.

1.2.2.4 Contamination of Sensitive Surfaces
In some specific areas of the accelerator, the vacuum requirement might be spec-
ified by a surface–gas interaction. For example, the Ga–As photocathode life-
time is very sensitive to oxygen-containing gases such as CO, CO2, H2O, O2, etc.
[27, 28]; the FEL mirrors are sensitive to hydrocarbon gases [29]. In such cases,
the specification for vacuum can include the maximum total pressure and the
maximum partial pressure for particular gas species.
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Table 1.2 Values and standard deviation (s.d.) of M2

and C in Eq. (1.7).

Gas
M2 C

Value s.d. Value s.d.

H2 0.695 0.015 8.115 0.021
He 0.774 0.030 7.653 0.037
Hea) 0.7525 — 8.068 —
CH4 4.23 0.13 41.85 0.20
H2O 3.24 0.15 32.26 0.47
CO 3.70 0.15 35.17 0.19
N2 3.74 0.14 34.84 0.20
O2 4.20 0.18 38.84 0.47
Ar 4.22 0.15 37.93 0.19
CO2 5.75 0.073 57.91 0.27

a) Theoretical value.
Source: From Ref. [31].
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Figure 1.1 The ionisation cross sections for H2, CH4, H2O, CO, and CO2 as a function of beam
energy for protons (top horizontal axis Ep) and electrons and positrons (bottom horizontal
axis Ee).

1.2.2.5 Safety and Radiation Damage of Instruments
The beam–gas interaction may affect not only the beam. The Bremsstrahlung
radiation due to beam–gas interaction should be seriously considered in the
design phase because it may be a source of the following:
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– A risk to personnel safety:
⚬ A residual radioactivity of the vacuum chamber and equipment in an accel-

erator tunnel.
⚬ It can also be important for radiation safety during accelerator operation,

for example, Bremsstrahlung radiation on an SR beamline could be so sig-
nificant that it is unsafe for a human to operate the beamline.

– Radiation damage of instruments:
⚬ An induced material damage and corrosion, damage of accelerator instru-

mentation, cables, and comptrollers inside and outside of vacuum chamber
or even in an accelerator tunnel.

⚬ An increased risk of quench in superconducting magnets and radio fre-
quency (RF) cavities.

1.2.3 Vacuum Specifications

Thus, vacuum specifications are defined by a tolerable level of direct or indirect
disturbance, primarily to the quality of charged particle beam, as well as to all
accelerator components due to the presence of residual gas species in an acceler-
ator vacuum chamber. The vacuum specifications could be defined for each part,
section, or sector of the machine in relation to a location and time:
– Location (where a specified vacuum is required):

⚬ Local for a component, for examples:
◾ 10−10 Pa between the electron gun and first bending magnet.
◾ Average pressure along an incretion device should be less than 10−9 Pa.

⚬ Average for a large section of the machine, for examples:
◾ Average pressure along the storage ring should be less than 10−8 Pa.
◾ Average pressure along transfer line should be less than 3× 10−7 Pa.

⚬ Combination of both, for examples:
◾ Average pressure along the storage ring should be less than 10−8 Pa and

local pressure bump should not be greater than 2× 10−7 Pa.
– Time (when this specification should be reached):

⚬ 100 hours vacuum lifetime at I = 560 mA after 100 A h conditioning (for
Diamond Light Source, DLS)

⚬ P(N2 eqv) = 10−6 Pa after bakeout and a week of pumping (for a booster)
⚬ n(H2 eqv) = 1015 m−3 after two years conditioning, corresponding to

100 hours vacuum lifetime for the Large Hadron Collider (LHC)
The residual gas composition may include a number of different gas species,

and their relative concentration may vary along the beam path due to the fact
that vacuum conductivity and pumping speed of the pumps are different for each
gas. The best way to specify the required pressure or gas density is to express it
in nitrogen equivalent (for room temperature machines) or hydrogen equivalent
(for cryogenic machines). To calculate the equivalent pressure, all what is needed
is the beam–gas interaction cross sections for each gas,𝜎i. Then the N2 equivalent
pressure can be calculated as

PN2 eqv =
∑

i

𝜎i

𝜎N2

Pi, (1.8)
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where Pi is a partial pressure for gas i. Similarly, the H2 equivalent gas density can
be calculated as

nH2 eqv =
∑

i

𝜎i

𝜎H2

ni. (1.9)

It is worth mentioning that, in many cases, accelerator scientists consider that
residual gas can be somehow ‘completely eliminated’ from a beam chamber. So, it
may take some time and effort on working together with accelerator scientists to
calculate the effect of beam–gas interactions, to set up a tolerable level of vacuum
and define vacuum specifications for a whole machine and all of its components.
It is very important that at early stages of accelerator design, a vacuum scientist
is involved in feasibility studies to check whether and how these vacuum specifi-
cations can be met.

Based on these, the accelerator vacuum design objectives are as follows:
– Defining all sources of residual gas in vacuum chamber with and without a

beam;
– Calculating required pumping, type of pumps, and their locations;
– Defining the means of pressure measurements, their types, and locations;
– Defining the necessary procedure for material selection, cleaning, and treat-

ments (polishing, coating, firing baking, etc.);
– Providing the results of modelling for the gas density (or pressure) profile along

the beam path and at any specific location.

1.2.4 How Vacuum Chamber Affects the Beam Properties

A vacuum chamber is required to provide vacuum to meet vacuum specification
for the beam particles.

The walls of a vacuum chamber set the boundary conditions for the beam elec-
tromagnetic field and, therefore, can interact directly with a beam. The electric
conductivity and a shape of vacuum chamber walls can affect the longitudinal and
transversal wakefields limiting a maximum current, increasing beam emittance
and energy spread. In general, an electric conductivity of vacuum chamber walls
could be specified in a wide range from high conductivity to insulating.

The surface of vacuum chamber or the components may be additionally spec-
ified for low photoelectron yield (PEY) and secondary electron yield (SEY), low
or high photon reflectivity.

The walls of the vacuum chamber should be transparent for the magnetic field
of magnetic components of accelerator such as dipoles, quadrupoles, sextupoles,
and kickers: i.e. vacuum chamber walls should be non-magnetic.

The pressure (or gas density) inside vacuum chamber could be up to 15 orders
of magnitude lower than outside; thus the material should be suitable for vacuum
chamber, i.e. sufficiently dense for providing an efficient barrier for gas molecule
and atom penetration and diffusion through vacuum chamber walls. Desorption
of molecules from vacuum chamber inner walls and in-vacuum components are
the main source of gas in a vacuum system. Therefore the material should be UHV
(or even XHV) compatible.

Finally, a vacuum chamber should be produced. Thus it should be mechani-
cally strong and stable, the cost and availability of material should be accounted
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for, and it is important to consider how easy to manufacture, store, make
joints, etc.

All the required properties limit a list of materials that could be used for an
accelerator vacuum chamber. The most common materials are 316LN and 304L
stainless steel, copper, aluminium, titanium, and their alloys, ceramics, and glass
(see Chapter 4 for details). Other materials can also be used, such as carbon or
beryllium tubes in detector vacuum chamber.

Various surface treatments can be applied to change some surface properties.
Surface polishing reduces the RF surface resistance and increases the photon
reflectivity, while the surface roughing increases the RF surface resistance and
photon absorption and also reduces PEY and SEY.

Thin and thick film coatings are often applied to provide the required proper-
ties. For example,

– Stainless steel chamber can be coated with copper to provide better electric
conductivity.

– A low SEY coating can be applied to suppress electron cloud (see Chapter 8).

1.3 First Considerations Before Starting Vacuum
System Design

1.3.1 What Is the Task?

When the design phase of a new machine starts, a vacuum system designer needs
a lot of information that should be included or considered.

(1) What type of machine is going to be designed and built?
– Collider (circular or linear).
– SR (or photon) source.

◾ Which generation of the SR source (defined by a key parameter – beam
emittance, 𝜀)?
• First generation uses ‘parasitic’ SR from dipoles in storage rings and

synchrotrons (𝜀∼ 300–1000 nm⋅rad, incoherent radiation).
• Second generation is a specialised SR source with SR from dipoles

and wigglers (𝜀∼ 100 nm⋅rad, incoherent radiation).
• Third generation is a specialised SR source with SR from incretion

devices (wigglers and undulators: 𝜀x ∼ 3–20 nm⋅rad, 𝜀y ∼ 0.01𝜀x,
incoherent radiation) and can also use SR from dipoles.

• Fourth generation is a specialised photon source (such as FELs) with
coherent beam and small emittance 𝜀x ∼ 10–300 pm⋅rad.

– Charged particle beam acceleration, transport, and delivery to the users.
– Is your task designing the whole machine or only a part? Which part?

(2) What are the main beam parameters?
– The type of accelerated charged particles.

◾ Electrons, positrons, protons, (heavy) ions, and other particles.
– A charge of particles.
– Beam energies.
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– Beam intensity (current and peak current, number of particles per bunch,
bunch length and spacing).

– Beam transversal sizes
◾ Often it is sufficient to know minimum and maximum values for whole

machine or for different sectors of machine.
(3) Is there SR and what are the main parameters?

– Sources of SR: dipoles, quadrupoles, wigglers, undulators, FEL, etc.
– Critical photon energy 𝜀c for dipole and wigglers, or photon energy/-ies

for undulators and FELs.
– Photon flux, Γ, onto vacuum chambers, SR absorbers, beam collimators,

etc..
– Photon reflectivity.

(4) Are there any of the following problems in consideration and what mitigation
techniques can be applied?
– Electron machines

◾ Fast ion instability.
◾ Ion trapping instability.

– Positron, proton, and other machines with a positive charge
◾ Electron cloud
◾ Ion-induced pressure instability.

– Heavy ion machines
◾ Heavy ion induced pressure instability.
◾ Ion induced pressure instability.
◾ Electron cloud.

(5) Are there specific components?
– Electron, proton or ion guns.
– Solid, liquid or gaseous targets.
– Antimatter sources (for positrons, antiprotons).
– Interaction regions.
– Incretion devices (wigglers, undulators, FELs).
– Mirrors.
– Beam windows.

(6) Beam pipe temperature.
– Room temperature.
– Mainly room temperature with short cryogenic sections.
– Mainly cryogenic.
– Fully cryogenic.

(7) Are there specific problems affecting vacuum design?
– High power loss, high radiation damage, etc.

This list is of required information is certainly not complete and may signif-
icantly vary per task; however, it could be a good starting checklist for a beam
vacuum system design.

1.3.2 Beam Lattice

A beam lattice is a magnet structure for the accelerator to drive and focus the
charged particle beam. The beam lattice defines the location, orientation, length,
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and magnetic field strength of dipole, quadrupole, and sextupole magnets and
insertion devices. It also defines the best location for beam instrumentation, such
as the beam position monitors, the beam scrappers, and SR power absorbers and
tapers.

The choice of a vacuum system philosophy, pumping system methods,
location and size of vacuum pumps, and the choice and location of other
vacuum instrumentations is dictated by the beam lattice components and beam
instrumentation. Ideally, vacuum instrumentation should fit within an available
space. However, if the provided space is insufficient to meet the required vacuum
specification, possible solutions should be discussed with accelerator lattice,
magnet, and RF scientists and engineers and mechanical designers.

1.3.3 Beam Aperture and Vacuum Chamber Cross Section

1.3.3.1 Required Mechanical Aperture
The size of the beam vacuum chamber should be sufficient to accommodate the
beam. The beam can be round, elliptical, or even ‘flat’ (when one transversal
dimension is much greater than the other one. The charge density 𝜌(x, y) of a
beam for a Gaussian distribution of particles can be described as [30]

𝜌(x, y) =
Nqe

2𝜋𝜎x𝜎y
exp

(
− x2

2𝜎2
x
−

y2

2𝜎2
y

)
, (1.10)

where N is a number of particles of charge qe in the beam, x and y are the hori-
zontal and vertical distances from the centre of the beam, and 𝜎x and 𝜎y are the
horizontal and vertical transverse r.m.s. beam sizes. That means that the
charge density is lower by a factor of e−1/2 for particles located at coordinates
(x, y) = (±𝜎x, 0) or (x, y) = (0,± 𝜎y):

𝜌(𝜎x, 0) = 𝜌(0, 𝜎y) = 𝜌(0, 0)e−1∕2 = 0.607𝜌(0, 0). (1.11)

To avoid the loss of beam particles due to collision with vacuum chamber walls,
the vacuum chamber’s horizontal and vertical dimensions, a and b, should be
much larger than 𝜎x and 𝜎y, respectively. The relative charge density of the beam
for various x/𝜎x and y/𝜎y ratios is shown in Table 1.3.

The beam size can be calculated from beta functions 𝛽x,y, emittance 𝜀x,y, dis-
persion function D(z), and momentum p of the beam provided by a beam lattice
design as follows [31]:

𝜎x =
√
𝛽x𝜀x, 𝜎y =

√
𝛽y𝜀y +

||||D(z)
Δp
p

|||| (1.12)

These values should normally be provided by accelerator scientists from the
results of their lattice design of the machine. However, this gives just some ideas
about the required size of a vacuum chamber. In the beam lattice design, there is
an ideal beam orbit and also, ideally, the centre of the beam should travel along
this ideal orbit, and the longitudinal axis of the beam vacuum chamber should
coincide with the ideal beam orbit (see Figure 1.2a). However, in practice, the
beam can fluctuate with time around the ideal orbit occupying a greater space
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Table 1.3 Reduction of relative beam
charge density as a function of
distance from the beam centre.

x/𝝈x or y/𝝈y 𝝆(a)/𝝆(0)

0 1
1 0.607
2 0.368
3 0.223
4 0.135
5 8.21× 10−2

6 4.98× 10−2

7 3.02× 10−2

8 1.83× 10−2

10 6.74× 10−3

15 5.53× 10−4

20 4.54× 10−5

Ideal vacuum
chamber

Ideal position for
vacuum chamber
walls

Real position
for vacuum
chamber walls

(b)(a)

Required
mechanical aperture

Ideal beam Real beamIdeal orbit Ideal orbit

Figure 1.2 Ideal (a) and real (b) positions of a beam and vacuum chamber in respect to the
ideal orbit.

called a ‘close orbit’. A complicated numerical analysis with nonlinear beam
optics performed by accelerator scientists will come with a required mechanical
aperture (also known as a ‘beam stay clear’) as a function of the longitudinal
coordinate (see Figure 1.2b).

The beam size may significantly vary along the beam trajectory. A real mechan-
ical vacuum chamber should not be exactly the same as a required mechanical
aperture but should fully accommodate it.

The mechanical design should also consider mechanical tolerances and
misalignments in the shape of vacuum chamber, axial twist, longitudinal bends
(after manufacturing or after placing of vacuum chamber supports due to
gravity), etc., so the real vacuum chamber cross section is usually slightly larger
than the required mechanical aperture.
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A beam vacuum chamber could be of the same cross section for the entire
machine, making this the most economical solution for vacuum chamber; how-
ever, it could be not optimal and cost effective for an accelerator. In practice, in
many machines there are a few typical cross sections of the vacuum chamber for
different components or sections of the machine.

1.3.3.2 Magnet Design
A large cross section would provide more space for the beam and better vacuum
conductance of its vacuum chamber. However, an upper limit for the dimensions
of the beam vacuum chamber is dictated by the magnet design. The cost of mag-
nets (dipoles, quadrupoles, etc.) increases approximately quadratically with a gap
between the magnet poles where a beam vacuum chamber is placed. The smaller
the gap, the smaller the size of the magnet coils and the lower the cost of the mag-
net. The larger the gap, the harder (or even impossible) it is to reach the required
magnetic field strengths. Thus, there must be balanced considerations in choos-
ing a vacuum chamber cross section between the required mechanical aperture
to accommodate the beam and the magnet design.

1.3.3.3 Mechanical Engineering
A vacuum chamber should meet a number of specifications related to mechanical
engineering. The vacuum chamber should be mechanically stable: i.e. it should
not deform due to gravity, the atmospheric pressure, and the Laurence force
during magnet quenches; it should not crack due to temperature expansion and
cooling; it shouldn’t vibrate; etc.

The material choice may also be dictated by required electrical conductivity,
thermal conductivity, the cost of material and the space, and cost restrictions.
The choice of material and mechanical stability will define the vacuum chamber
wall thickness, which is an additional element in a trade-off between the required
mechanical aperture and the magnet design.

A real vacuum chamber is not ideal, the vacuum chamber dimensions have
certain accuracy; there could be some imperfections at the welds and joints,
mechanical and thermal deformations, twists and bends of vacuum chamber;
and the shape of vacuum chamber may also deform under vacuum. The position
of the vacuum chamber is not ideal: there are misalignments and non-linearity of
straight components, especially elastic and plastic deformation of long vacuum
chambers between two supports due to the gravity, so the axis of the beam
vacuum chamber may be offset from the ideal orbit (see Figure 1.2b). All these
considerations must also be included in the specification of the vacuum chamber
minimum aperture and require either larger dimension than an ideal vacuum
chamber and/or small tolerances for these dimensions.

1.3.3.4 Other Factors Limiting a Maximum Size of Beam Vacuum Chamber
As it was described above, the beam chamber should accommodate the beam,
so the beam chamber size’s lower limit is defined by the beam size (a required
mechanical aperture) and mechanical imperfection of vacuum vessel. The beam
chamber size’s upper limit is defined by available gap(s) in magnetic components
and vacuum chamber wall thickness. A few other factors limiting the maximum
size of a beam chamber cross section should be also considered:
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– The cost of the vacuum chamber and components increases with its size.
– There are components in particle accelerators (for example, undulators)

where the vacuum chamber apertures and shape are defined by these
components.

– A vacuum chamber could be also an integral part of other components, for
example, a cryogenic vacuum chamber inside a superconducting magnet.

– A beam screen could be placed inside a bigger vacuum chamber, for example,
as a part of a bellows assembly or as an SR screen in cryogenic vacuum
chamber.

1.3.4 Vacuum Chamber Cross Sections and Preliminary Mechanical
Layout

The shape of a beam is either round or elliptic. So-called flat beams are the ellip-
tic ones with 𝜎x ≫𝜎y). Therefore, the shape of the beam vacuum chamber is also
often either round or elliptic. These shapes are easy to manufacture and quite
convenient in mechanical design for placing inside many magnetic components,
dipoles, quadrupoles, sextupoles, etc., without changing the vacuum chamber
shape. However, other shapes are also widely used: square, rectangular, hexago-
nal, and octagonal (see Figure 1.3), as well as a variety of other shapes.

The vacuum conductance of a beam vacuum chamber could be insufficient
(too low) to meet required vacuum specification. In this case another chamber
(usually called an antechamber) is placed parallel to the beam chamber and is
connected to it with a slot over the entire length of antechamber. The antecham-
ber can be used either over the entire length of the machine, on some sections
only, or just for specific components.

There are three main types of antechamber:
– Large antechamber with a cross section much larger than that of beam cham-

ber for increasing vacuum conductance of a narrow beam vacuum chamber
(see Figure 1.4a).

d

d

b b b

a a a c

Figure 1.3 Examples of a beam chamber cross sections: round, elliptic, rectangular, and
octagonal with inner dimensions (wall thickness and outer dimensions are not shown).

Slot Antechamber

Beam
chamber(a) (c)

(b)

Figure 1.4 Examples of a beam chamber with an antechamber: (a) a large antechamber for
increasing a vacuum conductance, (b) an antechamber with a distributed SIP in a dipole
magnetic field, and (c) an antechamber with a distributed NEG strip pumps.
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Slot

Beam chamber

Antechamber

SR absorber

SR beamline

Figure 1.5 An example of a beam chamber with an SR antechamber, a slot between them, SR
absorber, and beginning of SR beamline.

– Relatively small antechamber for placing distributed vacuum pumps, which
usually are sputter ion pumps (SIPs) operating in a dipole and quadrupole
magnetic field or the non-evaporable getter (NEG) strips (see Figure 1.4b,c).

– SR beam antechamber (see Figure 1.5)
⚬ for separating SR and charged particle beam at the beginning of SR

beamlines where SR and charged particle beam coexist in the same vacuum
chamber,

⚬ for more efficient absorption of SR with specially designed SR absorbers,
⚬ for reducing photoelectron production in the beam chamber,
⚬ for reducing SR background in detector,
⚬ for protecting cryogenics or sensitive equipment.

In general, the vacuum chamber cross sections for each machine are optimised
in a multi-iteration process considering all limits, wishes, and acceptable and
unacceptable solutions for each special field involved in the design: beam lattice,
magnets, cryogenics, vacuum, mechanical design, radiation protection, health
and safety, etc.

1.3.5 Possible Pumping Layouts

Pumping technology provides a wide range of possible vacuum solution based on
different pumping layouts.
1. The lumped pumping layout shown in Figure 1.6a consists of

– a beam vacuum chamber
⚬ simple, without an antechamber,

Beam chamber

Beam chamber

Distributed pump
Slot

(b)

(a)

SP SP

SPSP

Figure 1.6 A beam chamber between two lumped pumps (a) without an antechamber and (b)
with an antechamber containing a distributed pump.
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⚬ or with a large antechamber for increasing vacuum conductance,
– and the pumps with pumping units located at a certain distance from each

other.
2. The distributed pumping layout shown in Figure 1.6b consists of

– a beam vacuum chamber,
– with an antechamber containing the distributed pump along entire length

of the antechamber,
– and the pumps or pumping units located at a certain distance from each

other.
3. The NEG coated vacuum chamber is used for UHV/XHV conditions. In this

case an entire vacuum chamber is coated with NEG film – no antechamber
required. NEG coated chambers are discussed in detail in Chapter 3.

The lumped pumps can be any of the following pumps (but not limited to) or
combination of two or even three of them in one same unit:
– Sputter ion pump (SIP)
– Titanium sublimation pump (TSP)
– NEG pumps
– Turbo-molecular pump (TMP) backed up by a roughing pump or pumping

station
– Cryopumps

1.4 First and Very Rough Estimations

Before choosing a possible pumping layout and starting mechanical design of
vacuum system, we have to roughly estimate the number and size of pumps
required to meet vacuum specifications. First of all it is necessary to define all
sources of residual gas in a vacuum chamber with and without a beam. Most
commonly these are thermal outgassing of vacuum chamber and in-vacuum
components, beam-stimulated gas desorption (photon-stimulated desorption
[PSD], electron-stimulated desorption [ESD], ion-stimulated desorption [ISD],
heavy ion-stimulated desorption [HISD]) and gas injection.

Knowing what is available and from previous experience, we have to work out
what thermal outgassing can be expected from the material of a vacuum chamber
and likely applied cleaning and preparation procedures. For example, the spe-
cific thermal outgassing rate of 𝜂t = 10−12 [mbar⋅l/(s⋅cm2)] (or 10−9 [Pa⋅m/s] in
SI units) is routinely obtained on baked stainless steel chambers, in the following
analysis, we will use this value as a constant average value.

A total internal surface area of a vacuum chamber, Atot [cm2], can be roughly
estimated (or guessed). Then the total outgassing rate is

Qtot = 𝜂tAtot. (1.13)
To reach the required pressure of Pspec, the total pumping speed Stot should be

greater than

Stot >
Qtot

Pspec
=
𝜂tAtot

Pspec
. (1.14)
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Since a vacuum conductance of the beam chamber was not considered here, this
is a lower limit estimate of total required pumping speed.

A minimum required number of pumps Np and the average distance between
them ⟨Lp⟩ can be estimated for a machine or its section with a total length of
accelerator, Ltot [m], considering that the pumping speed of lumped pumps
used in accelerators usually varies in the range 100 l/s< Sp < 1000 l/s, as
follows:

Np =
Stot

Sp
=

𝜂tAtot

PspecSp
; (1.15)

⟨Lp⟩ = Ltot

Np
=

PspecSpLtot

𝜂tAtot
. (1.16)

Similarly, rough estimations can be performed for the machines with a
beam-stimulated desorption (PSD, ESD, ISD). For example, vacuum modelling
of the machines with SR requires the calculated values of the SR critical energy 𝜀c
and the total photon flux Γtot. The required conditioning time allows estimating
the average photon dose D [photons/m], which, in turn, allows estimating the
average PSD yields, 𝜂

𝛾
[molecules/photon].

In this case, the total outgassing rate is

Qtot = 𝜂tAtot + 𝜂𝛾Γtot. (1.17)

The total pumping speed Stot should be greater than

Stot >
Qtot

Pspec
=
𝜂tAtot + 𝜂𝛾Γtot

Pspec
. (1.18)

The minimum required number of pumps Np and the average distance between
them ⟨Lp⟩ can be estimated as follows:

Np =
Stot

Sp
=
𝜂tAtot + 𝜂𝛾Γtot

PspecSp
; (1.19)

⟨Lp⟩ = Ltot

Np
=

PspecSpLtot

𝜂tAtot + 𝜂𝛾Γtot
. (1.20)

One should not forget that these estimations are very rough, as they do not
consider the vacuum conductance of beam chamber, they don’t consider details
of mechanical design, and all the input parameter values are very approximate.
Accurate modelling will give the required number of pumps to be greater than Np
and the distance between them to be lower than ⟨Lp⟩; but this would be possible
only when the mechanical design already exists.

Meanwhile, these simple calculations can quickly provide some initial informa-
tion on how simple or, on the contrary, how challenging would it be to meet the
required vacuum specification. The results and conclusions of these calculations
allow estimating a scale of the task and could be sufficient for the first discussion
on a vacuum system mechanical design – on how many pumping ports, possible
type, and size of the pumps will be required overall.
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Figure 1.7 Initial considerations for vacuum modelling and design.

1.5 First Run of an Accurate Vacuum Modelling

When the initial mechanical design (or even a layout) of an accelerator and its
vacuum chamber is available, a more detailed and accurate vacuum model can
be built, taking into account all the vacuum conductances that have been ignored
in the preliminary considerations. Chapters 2–5 describe the input data for the
modelling (experimental results for TD [thermal desorption], PSD, ESD, and ISD
and formulas for SR), the following Chapters 6–9 are devoted to the gas dynamics
modelling, and the final Chapter 10 contains both experimental data and models
for the heavy ion machine vacuum systems.

Now, using the preliminary mechanical layout, available experimental data,
design, and operation experience from the past, one can draw up a rough vacuum
design layout and, with the use of in-house or commercial software, perform vac-
uum modelling and obtain results on pressure (or gas density) profiles along the
beam path, average gas density, more accurate results for the number of pumps,
their locations, and required pumping speeds (see Figure 1.7). A few options
could be considered and investigated to choose then which one is the most suit-
able and cost effective.

1.6 Towards the Final Design

In practice, a full vacuum system design cycle is more complicated. Schematically
it can be shown as in Figure 1.8.

The design of a new machine is always based on experience of designing and
operating of previous machines; this also includes the ‘it would be nice to have…’,
‘this was a good (or bad) idea to…’, practical ‘Do’s’ and ‘Don’ts’ (which could be
true, or not necessarily true, or folklore).

A significant amount of experimental data is available in published journal
papers, proceedings, preprints, reports, notes, and personal archives. These are
the operation data for the running accelerators, the SR, and particle beamlines,
many results were obtained in dedicated experiments in laboratories, on the
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Results of
modelling

(d)

(e)

(b)

(a)
(c)

(f)

Gas dynamics
modelling

Extrapolation
of results

Experimental data
from accelerators, beamlines,
and laboratory experiments

Building and operating
the accelerators

Vacuum system
mechanical design

Data interpretation,
maths model of experiment

Figure 1.8 Modelling workflow diagram in vacuum system design cycle. (a) – extrapolation
revision, (b) and (d) – data interpretation revision, (c) and (f ) – vacuum model revision,
(e) – experimental data revision or request for a new experimental study.

beamlines, or on the dedicated vacuum chamber inserts in the existing and
operating machines. At this point it is extremely important to justify which
results are more relevant to a newly designed machine. Ideally, all the experi-
mental conditions should be as close as possible to the operation conditions on
the future machine: materials, dimensions of vacuum chamber, surface cleaning
and treatments, vacuum firing, bakeout, vacuum chamber temperature; energy,
intensity, and dose of bombarding particles (SR, electrons, ions, etc.); and many
other relevant parameters.

Furthermore, the following should be carefully considered when applying expe-
riential data for modelling a new machine:

– The experimental data has experimental errors.1
– The experimental data has undergone an interpretation based on a model,

which could have an error; the model error could be reported or not reported
together with the results. Furthermore, one should keep in mind that although
the models applied for data interpretation are quite simple, easy to apply, and
most likely correctly employed, occasionally, the traditional models could not
be applied to new materials and condition of experiment; thus the data inter-
pretation could be incorrect.

– The data could be insufficient: for example, there could be no data for some gas
species or data were reported for low photon dose, no data for some particles
bombarding vacuum chamber walls, no data of desorption yields for certain
energies of incident particles, etc. In this case, the data can be extrapolated
based on existing knowledge, observations, experience, and consideration. The

1 Note that presently only the total pressure vacuum gauges can be calibrated down to ∼10−7 Pa.
Below this pressure the gauges are not calibrated. Furthermore, there is no ISO standard for the
partial pressure measurements and the RGA calibration yet. It is incorrect to apply the gauge
correction factor for the RGA data. To address this problem, many vacuum groups in accelerator
centres employ some in-house-developed RGA calibration procedures. Thus, the partial pressure
data should be used with a great caution.
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extrapolations can be used, but a vacuum designer should be careful with a
level of confidence in such extrapolations.

– When a vacuum designer starts building a gas dynamics model, he/she might
discover that the reported data can’t be used for modelling of a new acceler-
ator. For example, occasionally reported ‘effective desorption yields’ allow a
comparison of different samples on the same measurement facility but can’t
be used for the gas dynamics modelling. However, more careful and detailed
analysis of raw data may allow extracting the real desorption yields or indicate
the need of new experiment.

A gas dynamics model should include all the physical phenomena that affect
the gas density along the beam path. On the other hand, the model should not
be unnecessary complicated. Room temperature vacuum systems can be mod-
elled with a 1D gas diffusion model and a 3D test particle Monte Carlo (TPMC)
model described in Chapter 6. A cryogenic vacuum chamber requires a more
complicated model described in Chapter 7. High intensity accelerators with pos-
itively charged beam may suffer from two problems: a design of a vacuum system
with electron cloud problem is discussed in Chapter 8, and a model for the ion
induced pressure instability is described in Chapters 9 and 10. Models in Chapters
7–10 are more complicated than in Chapter 6 because they include more spe-
cific phenomena for particular types of accelerators. The applied gas dynamics
model should have an error that could be related to the model itself (see Chapters
6–10). One should also consider the difference between a real vacuum chamber
and a simplified vacuum chamber shape in the applied gas dynamics model (for
example, a bellows unit shown as a tube) could also result in a difference between
a predicted (modelled) and real behaviour of vacuum system.

The results of gas dynamics modelling may indicate that model is not as accu-
rate as required, and then the gas dynamics model should be modified or changed.
The results may also demonstrate that the errors and approximations are too
large to take a critical design decision and a new dedicated experimental study is
required.

When the results of gas dynamics modelling shows that the vacuum system
layout, locations of pumps and their pumping speed allow to meet vacuum spec-
ifications; this can be implemented in the vacuum system mechanical design. This
design is often somehow different from the original model (different location
and available space for pumping ports, new components, other material of vac-
uum chamber or its components, smaller or larger aperture of vacuum chamber
adopted for a new version of the beam lattice or a new magnets design). That
requires performing the gas dynamic modelling for an updated vacuum system
mechanical design. Usually, there could be a number of iterations in the design
with various minor and major modifications until the design is finalised (frozen).

When the accelerator is finally built and in operation, one can compare the
predicted and actual behaviour of vacuum system (for example, see Figure 1.9
demonstrating a comparison of modelling results and measured data for the DLS
[32]). This experience can then be applied for future machines.
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Figure 1.9 Modelling results versus measured data for the Diamond Light Source. Source:
Wilson 2001 [26]. Reprinted with permission of Oxford University Press.

1.7 Final Remarks

The level of knowledge and expertise available in accelerator vacuum commu-
nity is sufficient to design any type of accelerator with a high confidence. We aim
to make a good design of accelerator vacuum system, which meets its specifi-
cations, allows for later improvements, and is economical, reliable, and main-
tainable. There could be two, three, or even more possible solutions to build
vacuum system to the specification. It is very important to remember that any
vacuum system design for an accelerator is a compromise between various system
requirements, available technologies, and space restriction as well as considera-
tions of time, cost, and practicality.

Gas dynamics modelling of vacuum system is a key process in verifying that
everything is considered correctly in vacuum and mechanical design: input data,
their accuracy and relevance, machine parameters, and specific problems.

The authors hope that this book would help with a design work for future
charged particle accelerators.
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2

Synchrotron Radiation in Particle Accelerators
Olivier Marcouillé

Synchrotron SOLEIL, L’Orme des Merisiers, Saint-Aubin - BP 48, 91192 Gif-sur-Yvette Cedex, France

Synchrotron radiation (SR) is an electromagnetic radiation emitted by a rela-
tivistic charged particle moving in a magnetic field environment. Theory of SR
is well developed and described in many reference books [1–3]. In charged parti-
cle accelerators, different types of magnets (e.g. dipoles, quadrupoles, sextupoles,
etc.) are used to control the charged beam trajectory (or orbit) and the focusing
beam parameters and often are the sources of SR. There are also dedicated devices
specifically built to generate a high intensity SR such as wigglers and undulators.

Contrary to many books describing SR that could be delivered through the
beamlines to SR users, our interest is mainly focused on the photons that did not
reach the users and interact with vacuum chamber walls and SR absorbers and
that are usually not well described. However few details of SR must be pointed
out to anticipate the operation troubles.

2.1 Emission of a Charged Particle in a Magnetic Field

A charged particle of charge q and normalised speed −→
𝛽 radiates light towards the

direction−→n of an observer located at a distance r. The light is characterised by the
electric field −→E and the associated magnetic field −→B due to the particle motion.
Both quantities are derived from the retarded potentials of Lienard–Wiechert
and are written as follows [4] (Figure 2.1):

−→E (t) =
q

4𝜋𝜀0c

⎡⎢⎢⎢⎢⎣
c
(
1 − 𝛽2) (−→n − −→

𝛽

)
r2
(

1 − −→n ⋅
−→
𝛽

)3 +

(
−→n ×
{(−→n − −→

𝛽

)
× −̇→
𝛽

})
r
(

1 − −→n ⋅
−→
𝛽

)3

⎤⎥⎥⎥⎥⎦t′=t− r
c

(2.1)

−→B (t) =

{−→n ×
−→E (t)
c

}
(2.2)

It is the retarded time due to the delay for the light emitted at the time t to reach
the observer located at a distance r from the source and c is the light velocity. It

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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n
r

β

Figure 2.1 Scheme of emitted light of
charged particle in an arbitrary path seen by

an observer ( ).

means that t′ = t – r(t′)/c. On the other hand, any change of retarded time dt′ is
linked to the change of time dt:

dt = [1 − −→n−→
𝛽 ]dt′ (2.3)

Equations (2.1) as well as (2.2) are composed of two terms named ‘far field’
component expressed in 1/r and ‘near field’ component expressed in 1/r2.

In most applications in the vacuum domain, only the far field term is considered
as predominant.

−→E (t) =
q

4𝜋𝜀0c

[
(−→n × {(−→n − −→

𝛽 ) × −̇→
𝛽 })

r(1 − −→n ⋅
−→
𝛽 )3

]
t′=t− r

c

(2.4)

The spectral distribution of photons is calculated via the Fourier Transform
−−−→
E(𝜔) of the electric field −→E (t):

−−−→
E(𝜔) = 1√

2𝜋 ∫

+∞

−∞

−→E (t)e−j𝜔t dt (2.5)

The relation between the retarded time t′ at the observer and particle time t
enables to make a change of variable: t′ = t − r(t′)/c. By differentiating dt = [1 −
−→n−→
𝛽 ]dt′, it gives

−−−→
E(𝜔) = 1√

2𝜋

q
4𝜋𝜀0c ∫

+∞

−∞

[
(−→n × {(−→n − −→

𝛽 ) × −̇→
𝛽 })

r(1 − −→n ⋅
−→
𝛽 )2

]
e−j𝜔

(
t′+ r(t′ )

c

)
dt.

In the far field regime, variations of position of the emitting particles and obser-
vation direction −→n are considered to be small: 1/r and −→n are supposed to be
constant. The Fourier transform expression can be solved using integration by
parts:

df
dt′

=

[
(−→n × {(−→n − −→

𝛽 ) × −̇→
𝛽 })

r(1 − −→n ⋅
−→
𝛽 )2

]
, f =

[−→n × (−→n − −→
𝛽 )

r(1 − −→n ⋅
−→
𝛽 )

]
and

g = e−j𝜔(t′+r(t′)∕c)
,

dg
dt

= −j𝜔(1 − −→n−→
𝛽 )g

−−−→
E(𝜔) = 1√

2𝜋

q
4𝜋𝜀0rc

×
⎧⎪⎨⎪⎩
[
(−→n × {−→n × −̇→

𝛽 })

1 − −→n ⋅
−→
𝛽

]±∞
+ j𝜔

∫

+∞

−∞
(−→n × −→n × −→

𝛽 )e−j𝜔
(

t+ r
c

)
dt
⎫⎪⎬⎪⎭ .
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At t′ = ±∞ the first term tends to zero, leading to

−−−→
E(𝜔) = 1√

2𝜋

jq𝜔
4𝜋𝜀0rc ∫

+∞

−∞

−→n × (−→n × −→
𝛽 )e−j𝜔

(
t+ r

c

)
dt. (2.6)

As r = −→n ⋅ −→r = −→n ⋅
−→R − −→n ⋅ −→rp , the electric field can be written differently:

−−−→
E(𝜔) = 1√

2𝜋

jq𝜔
4𝜋𝜀0rc ∫

+∞

−∞

−→n × (−→n × −→
𝛽 )e

−j𝜔
(

t+
−→n ⋅

−→R−−→n ⋅−→rp
c

)
dt. (2.7)

The magnetic field of the emitted electromagnetic wave is easily deduced since
−→B (𝜔) =

{−→n×
−→E (𝜔)
c

}
.

2.1.1 Radiated Energy Density and Power Density

The angular power density is related to the Poynting vector (−→𝜋 =
−→E×

−→B
𝜇0

) by

dP = −→
𝜋

−→
dS = [−→𝜋−→n ]r2dΩ (2.8)

This leads to the analytical expression:

dP
dΩ

(𝜔) = r2|E(𝜔)|2
𝜇0c

(2.9)

The total energy radiated by one particle is calculated by integrating the power
over the angles and the time:

W = r2 ⋅
∫

4𝜋

0
𝜕Ω ⋅

∫

+∞

−∞

|E(t)|2
𝜇0c

𝜕t = r2 ⋅
∫

4𝜋

0
𝜕Ω ⋅

∫

+∞

−∞

E(𝜔)2

𝜇0c
𝜕𝜔 (2.10)

It is also written as

W = 2r2 ⋅
∫

4𝜋

0
𝜕Ω ⋅

∫

+∞

0

|E(𝜔)|2
𝜇0c

𝜕𝜔 (2.11)

As a consequence the energy density is

𝜕
2W
𝜕Ω𝜕𝜔

= 2r2 |E(𝜔)|2
𝜇0c

(2.12)

In other terms,

d2W
dΩd𝜔

=
q2
𝜔

2

16𝜋3𝜀0c

|||||∫
+∞

−∞

−→n × (−→n × −→
𝛽 )e

−j𝜔
(

t−
−→n ⋅−→rp

c

)
dt
|||||

2

(2.13)

The power density d2P/dΩd𝜔 is obtained by multiplying the energy density
d2W /dΩd𝜔 by the number of particles per second I/q. It becomes

d2P
dΩd𝜔

=
q𝜔2I

16𝜋3𝜀0c

|||||∫
+∞

−∞

−→n × (−→n × −→
𝛽 )e

−j𝜔
(

t−
−→n ⋅−→rp

c

)
dt
|||||

2

(2.14)
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2.1.2 Angular Flux

There is a direct relation between the number of photons per second Γ and the
radiated power P:

d2P
dΩ

= h𝜔
2𝜋

d2Γ
dΩ

where h is the Planck constant.
Finally expressed in unit of relative bandwidth d𝜔/𝜔 the angular flux is given

by

d2Γ
dΩd𝜔∕𝜔

=
q𝜔2

8h𝜋2𝜀0c
I
|||||∫

+∞

−∞

−→n × (−→n × −→
𝛽 )e

−j𝜔
(

t−
−→n ⋅−→rp

c

)
dt
||||| (2.15)

2.2 SR from Dipoles

The motion of a charged particle crossing a constant magnetic field region is gov-
erned by the Lorentz equation:

𝛾m0
d−→𝛽
dt

= q−→𝛽 ×
−→B 0 (2.16)

𝛾 is the Lorentz factor and m0 the mass at rest of the particles. Because of the cross
product of expression (2.7) and while the magnetic field −→B0 is spatially constant,
the motion remains in the plane (x, 0, z) and the charged particle describes a circle
of radius 𝜌 (Figure 2.2) due to the centripetal force 𝛾m0[𝛽c]2/𝜌.
𝜌 is written as follows with E being the particle energy and E0 energy at rest

(Figure 2.3):

𝜌[m] =

√
E2[J] − E2

0[J]

q[C]B0[T]c[m∕s]
=

√
E2[eV] − E2

0[eV]

B0[T]c[m∕s]
(2.17)

Note: considering the mass of particles at rest,

• for electrons, E0 = m0c2 = 511× 103 eV
• for protons, E0 = m0c2 = 938× 106 eV

In most storage rings (colliders, synchrotron facilities), the rest energy is much
lower than the particle energy. Consequently, by neglecting E0, Eq. (2.17) can be
written as

𝜌[m] = E[eV]
B0[T]c[m∕s]

(2.18)

y

x z

R

rp n

P

r

Figure 2.2 Motion of one particle.
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Figure 2.3 Motion of a charged particle in
a constant field (circle). The radiation seen

by an observer ( ) is represented by an
undulated line.

y
x

B

z

φ = ω0t

ψ

For example,
– Electrons in a SOLEIL dipole: E = 2.75 GeV, B0 = 1.71 T, hence 𝜌= 5.36 m
– Electrons in a DLS dipole: E = 3 GeV, B0 = 1.4 T, hence 𝜌= 7.15 m
– Protons in the LHC arc: E = 7 TeV, B0 = 8.33 T, hence 𝜌= 2803 m

2.2.1 Emission Duration and Critical Energy

Due to the relativistic contraction of angles, the emission coming from the
charged particle is reduced to the angular aperture of ±1/𝛾 . In a circular motion
of radius 𝜌, the time Δtpart to cross an arc of 2/𝛾 angle is Δtpart =

2𝜌
𝛾c

(Figure 2.4).
The circular motion is accomplished at the pulsation 𝜔0 = 𝛽c/𝜌.

The duration of the emission is reduced by the factor (1− 𝛽) due to the con-
traction of time (see Eq. (2.3)), which means that an external observer sees light
pulses of duration Δtobs =

𝜌

𝛾3c
.

For example,
– Electrons in SOLEIL dipole: E = 2.75 GeV (𝛾 = 5381), 𝜌= 5.36 m: Δtobs =

1.16× 10−19 seconds
– Electrons in DLS dipole: E = 3 GeV (𝛾 = 5870), 𝜌= 7.15 m: Δtobs = 1.18× 10−19

seconds
– Protons in the LHC arc: E = 7 TeV (𝛾 = 7519), 𝜌= 2803 m: Δtobs = 2.2× 10−17

seconds
The radiation is composed of a train of very short pulses of 𝜌

𝛾3c
duration. The

photon flux extends in a wide spectral range characterised by the critical energy
𝜀c expressed as

𝜀c =
3h𝛾3

4𝜋𝜌
(2.19)

Figure 2.4 Path of a charged particle and

emission seen by observer ( ).

A
B

ω0t

1/γ
2/γρ
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Replacing 𝜌, 𝜀c can be also written as

𝜀c =
3hc2

4𝜋
B0E2

E3
0

(2.20)

A more practical unit expression of 𝜀c (in eV) is given by

𝜀c[eV] =
3 × 10−9hc2[m∕s]

4𝜋q
B0[T]E2[GeV]

E3
0[GeV]

(2.21)

The energy at rest E0 plays an important role in the spectral domain of the emis-
sion. Indeed Eq. (2.16) gives a completely different value of 𝜀c when considering
electrons or protons. Developing Eq. (2.16) 𝜀c can be written as

• 𝜀c[eV]= 665.02E2[GeV]B0[T] for electrons. Operation at SOLEIL (E = 2.75
GeV and B0 = 1.71 T) enables to reach radiation at critical energy of 8600 eV
(hard X-rays).

• 𝜀c[eV]= 1.0743× 10−7E2[GeV]B0[T] for protons. Operation at LHC
(E = 7000 GeV and B0 = 8.3 T) enables to reach radiation at critical energy of
43.7 eV (VUV-very soft X-rays).

2.2.2 Photon Flux

The angular flux is calculated with the analytical expression Eq. (2.15). Consid-
ering a circular motion described in Figure 2.3, the particle position −→rp and its
normalised velocity −→

𝛽 are written as follows:

• −→rp(t) = 𝜌[(1 − cos𝜔0t), 0, sin𝜔0t]
• −→
𝛽 (t) = 𝛽[sin𝜔0t, 0,− cos𝜔0t ]

The observation direction can be also written as

• −→n = [0, sin𝜓, cos𝜓]

Then using the properties of triple vector product,

−→n × (−→n × −→
𝛽 ) = 𝛽[− sin(𝜔0t), cos(𝜓) sin(𝜓) cos(𝜔0t),−sin2(𝜓) cos(𝜔0t)]

Assuming also that 𝜓 is small and the pulses are very short, one can write that

• sin𝜔0t ≈ 𝜔0t − (𝜔0t)3

6
• cos𝜔0t ≈ 1
• sin𝜓 ≈𝜓
• cos𝜓 ≈ 1 − 𝜓

2

2

The triple vector product can be approximated to −→n × (−→n × −→
𝛽 ) = 𝛽[−𝜔0t,Ψ, 0]

at first order.
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On the other hand, taking into account that 𝜌/c = 𝛽/𝜔0 and 𝛽 ∼ 1− 1/2𝛾2, the
expansion at third order of the term in the exponential can be written as

t −
−→n−→rp

c
= t − 𝜌

c
cos𝜓 ⋅ sin𝜔0t ≈ t − 𝜌

c

[
1 − 𝜓

2

2

] [
𝜔0t −

(𝜔0t)3

6

]
≈ t

2𝛾2 [1 + 𝛾2
𝜓

2] +
𝜔0

2

6
t3

Equation (2.15) can be written differently with distinguished terms Ax and Az:

d2Γ
dΩd𝜔∕𝜔

=
q𝜔2

8h𝜋3𝜀0c
I{Ax

2 + Az
2}

where

Ax =
∫

+∞

−∞
−𝜔0t ⋅ exp

[
j𝜔
{

t
2𝛾2 [1 + 𝛾2

𝜓
2] +

𝜔0
2

6
t3
}]

dt

= −2𝜔0
∫

+∞

0
t ⋅ sin

[
j𝜔
{

t
2𝛾2 [1 + 𝛾2

𝜓
2] +

𝜔0
2

6
t3
}]

dt

and

Az = 𝜓
∫

+∞

−∞
exp
[

j𝜔
{

t
2𝛾2 [1 + 𝛾2

𝜓
2] +

𝜔0
2

6
t3
}]

dt

= 2𝜓
∫

+∞

0
cos
[

j𝜔
{

t
2𝛾2 [1 + 𝛾2

𝜓
2] +

𝜔0
2

6
t3
}]

dt

The integrals Ax and Az can be expressed with modified Bessel functions such as
K1/3 and K2/3:

∫

+∞

0
u ⋅ sin

[
3v
2

(
u + u3

3

)]
du = 1√

3
K2∕3(v)

∫

+∞

0
cos
[

3v
2

(
u + u3

3

)]
du = 1√

3
K1∕3(v)

The expression of the flux density is composed of modified Bessel functions such
as K1/3 and K2/3:

d2Γ
dΩd𝜔∕𝜔

=
3q

8𝜋2
I

𝜀0hc

[
E
E0

]2

[1 + X2]2 y2
{

K2
2∕3(𝜉) +

X2

1 + X2 K2
1∕3(𝜉)

}
(2.22)

With y = 𝜔/𝜔c = 𝜀/𝜀c, X = 𝛾𝜓 , 𝜉 = y(1+X2)3/2/2.
On axis (X = 0) the analytical expression of the flux is reduced to

d2Γ
dΩd𝜔∕𝜔

=
3q

8𝜋2
I

𝜀0hc

[
E
E0

]2

y2K2
2∕3(y∕2) =

3q
8𝜋2

I
𝜀0hc

[
E
E0

]2

H2(y) (2.23)
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Figure 2.5 Graph of the function H2.

where H2(y) = y2K2
2∕3(y∕2). Figure 2.5 shows the function H2(y) which increases

slowly up to a maximum for 𝜔/𝜔c = 𝜀/𝜀c = 0.83 with a value of 1.47 and drops
sharply at high photon energy.

The flux per horizontal angle 𝜃x and relative bandwidth d𝜔/𝜔 is obtained by
integrating Eq. (2.23) over all vertical angles Ψ:

d2Γ
dΩd𝜔∕𝜔

=
3q

8𝜋2
I

𝜀0hc

[
E
E0

]2

y2K2
2∕3(y∕2) =

3q
8𝜋2

I
𝜀0hc

[
E
E0

]2

H2(y) (2.24)

where G1(y) = y ∫ +∞
y K2

5∕3(u)du.
The function G1(y) is plotted in Figure 2.6. G1(y) is maximum for

𝜔/𝜔c = 𝜀/𝜀c = 0.29 that is below the critical energy.
Expressed in practical units [photons/s/0.1% bandwidth/mrad horizontal

angle] Eq. (2.24) becomes

d2Γ
d𝜃xd𝜔∕𝜔

[photons∕(s ⋅0.1%BW⋅mrad)] = 10−3

√
3q

4𝜋𝜀0

I[A]
hc

E[GeV]
E0[GeV]

G1(y)

(2.25)
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Figure 2.6 Graph of the function G1.
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Note:

• For electrons: d2Γ
d𝜃xd𝜔∕𝜔

[photons∕(s ⋅0.1%BW⋅mrad)] = 2.457 × 1013I[A]E

[GeV]G1(y)
• For protons: d2Γ

d𝜃xd𝜔∕𝜔
[photons∕(s ⋅0.1%BW⋅mrad)] = 1.3407 × 1010I[A]E

[GeV]G1(y)

At equivalent energy, protons produce less flux than electrons because of their
larger rest mass.

The total flux per horizontal angle integrated over all photon energies is written
as follows:

dΓ
d𝜃x

=
√

3q
4𝜋𝜀0

I
hc

E
E0 ∫

+∞

0

[
∫

+∞

y
K2

5∕3(u)du
]

dy (2.26)

Note: d𝜔/𝜔 = dy/y

dΓ
d𝜃x

[photons∕(s ⋅mrad)] =
5 × 10−3q

4
√

3
I[A]
𝜀0hc

E[GeV]
E0[GeV]

(2.27)

Over one storage ring turn (Δ𝜃x = 2000𝜋 mrad) the total photon flux is

Γ[photons∕s] =
10𝜋q

4
√

3
1
𝜀0hc

I[A]E[GeV]
E0[GeV]

(2.28)

Note:

• For electrons: Γ[photons/s] = 8.08× 1020I[A]E[GeV]
• For protons: Γ[photons/s] = 4.4× 1017I[A]E[GeV]

Or also per 1 m of bending magnet:

dΓ
ds

[photons∕(s ⋅ m)] =
10𝜋q

4
√

3(2𝜋𝜌)
I[A]
𝜀0hc

E[GeV]
E0[GeV]

=
10−8q

8
√

3
I[A]
𝜀0h

B0[T]
E0[GeV]

(2.29)

Note:

• For electrons: dΓ
ds

[photons∕[s ⋅ m]] = 3.86 × 1019I[A]B0[T]

• For protons: dΓ
ds

[photons∕[s ⋅ m]] = 2.1 × 1016I[A]B0[T]

2.2.3 Vertical Angular Distribution of Photon Flux

The angular distribution of photon flux can be calculated whatever the vertical
angleΨ is, by programming an evoluted calculator or with data manager software
such as EXCEL or equivalent. Figure 2.7 presents the vertical profile of the radi-
ation calculated with Eq. (2.22) for several photon energies. The power density
has been divided by d2Γ

dΩd𝜔∕𝜔
(𝛾Ψ = 0) for normalisation (given by Eq. (2.24)).
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Figure 2.7 Vertical distribution of flux versus vertical angle 𝛾𝜓 .

From Figure 2.7 it can be seen that photon of high energies (above 𝜀c) are con-
centrated close to the medium plane (small angles). The vertical aperture Δ𝜓 of
the radiation depends on the photon energy. Three cases can be considered:

• 𝜀 ≪ 𝜀c, ΔΨ ≅ 1
𝛾

[
𝜀c

𝜀

]1∕3

• 𝜀 = 𝜀c, ΔΨ ≅ 1
𝛾

• 𝜀 ≫ 𝜀c, ΔΨ ≅ 1
𝛾

[
𝜀

𝜀c

]1∕2

The flux crossing an angular aperture (Δ𝜃0, Δ𝜓0) is calculated by numerical
integration of Eq. (2.22) for a given 𝜀c. The angular aperture (Figure 2.8) is defined
by the horizontal sizeΔX, the vertical size of the slit a inside the vacuum chamber,
and the distance from the source L:

Δ𝜃0 ≈ ΔX0∕L and ΔΨ0 ≈ a∕L (small angle approximation)

dΓ
d𝜔∕𝜔

(Δ𝜃0,Δ𝜓0) =
∫

d2Γ
dΩd𝜔∕𝜔

d𝜃dΨ

Bending magnet
radiation

L

ΔX0

a

Figure 2.8 Scheme of the bending magnet radiation passing through an aperture of a
vacuum chamber.
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which can be written as

dΓ
d𝜔∕𝜔

(Δ𝜃0,Δ𝜓0) =
3q

4𝜋2𝜀0

𝛾

hc
Δ𝜃0I

∫

𝛾ΔΨ0
2

0
T
(
𝜀

𝜀c
,X
)

dX

with

T
(
𝜀

𝜀c
,X
)

=
(
𝜀

𝜀c

)2

(1 + X2)

×
[

K2
2∕3

(
𝜀

2𝜀c
[1 + X2]3∕2

)
+ X2

1 + X2 K2
1∕3

(
𝜀

2𝜀c
[1 + X2]3∕2

)]
The integral of T

(
𝜀

𝜀c
,X
)

, ∫
𝛾ΔΨ0

2
0 T

(
𝜀

𝜀c
,X
)

dX, is presented in Figure 2.9 versus
ratio 𝜀/𝜀c and vertical angular aperture.

By choosing 𝜀/𝜀c and the vertical angular aperture ΔΨ0, it is possible from the
graph to obtain a good estimation of ∫

𝛾ΔΨ0
2

0 T
(
𝜀

𝜀c
,X
)

dX and thus calculate the
flux over the aperture Δ𝜃0 (horizontal)×ΔΨ0 (vertical).

Example: A slit of horizontal aperture 10 mm and vertical aperture 330 μm
installed at 10 m from the emission corresponds to a normalised vertical angle
𝛾ΔΨ0 of 1.8 at SOLEIL (𝛾 = 5380). If one chooses the ratio 𝜀/𝜀c = 0.02, the inte-
gral of T

(
𝜀

𝜀c
,X
)

read in figure is ∫
𝛾ΔΨ0

2
0 T

(
𝜀

𝜀c
,X
)

dX = 0.2. The flux collected in
the angular aperture Δ𝜃0 (0.1 mrad)×ΔΨ0 (33 μrad) is obtained by multiplying
the result (0.2) by 3q

4𝜋2𝜀0

𝛾

hc
Δ𝜃0I.
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Figure 2.9 ∫
X

0 T
(
𝜀

𝜀c
, u
)

du versus X .

2.2.4 Photon Power

Using the relation between the spectral power density and the spectral flux den-
sity, d2P

dΩd𝜔
= h𝜔

2𝜋
d2Γ

dΩd𝜔
, and integrating Eq. (2.22), the angular power density

can be expressed as
dP
dΩ

=
7q

64𝜋𝜀0

𝛾
5

𝜌

I 1
(1 + 𝛾2Ψ2)5∕2

[
1 + 5𝛾2Ψ2

7(1 + 𝛾2Ψ2)

]
(2.30)



40 2 Synchrotron Radiation in Particle Accelerators

Or:

dP
dΩ

[
W

mrad2

]
=

7 × 10−15qc
64𝜋𝜀0

E4[GeV]
E0

5[GeV]

I[A]
B0[T]

(1 + [E∕E0]2Ψ2)5∕2

[
1 +

5[E∕E0]2Ψ2

7(1 + [E∕E0]2Ψ2)

] (2.31)

Note:

• For electrons: dP
dΩ

[
W

mrad2

]
= 5.420 E4[GeV]B[T]I[A]

(1 + 𝛾2Ψ2)5∕2

[
1 + 5𝛾2Ψ2

7(1 + 𝛾2Ψ2)

]
• For protons: dP

dΩ

[
W

mrad2

]
= 2.952 × 10−3 E4[GeV]B[T]I[A]

(1 + 𝛾2Ψ2)5∕2

[
1 + 5𝛾2Ψ2

7(1 + 𝛾2Ψ2)

]
On axis (Ψ = 0):

dP
dΩ

=
7 × 10−9qc

64𝜋𝜀0

E4[GeV]
E0

5[GeV]
I[A]B0[T] (2.32)

Expressed in W/mrad2:

dP
dΩ

[
W

mrad2

]
=

7 × 10−15qc
64𝜋𝜀0

E4[GeV]
E0

5[GeV]
I[A]B0[T] (2.33)

The integration of Eq. (2.31) over the vertical angle Ψ gives the horizontal angular
power density:

dP
d𝜃x

[ W
mrad

]
=

10−12qc
6𝜋𝜀0

E3[GeV]
E0

4[GeV]
I[A]B0[T] (2.34)

After one turn (Δ𝜃x = 2000𝜋 mrad), the radiated power P is

P[W] =
10−9qc

3𝜀0

E3[GeV]
E0

4[GeV]
I[A]B0[T] (2.35)

Note:

• For electrons: P[W] = 2.652× 104E3[GeV]I[A]B0[T]
• For protons: P[W] = 14.45E3[GeV]I[A]B0[T]

The power loss per meter is equal to the total power divided by the circumfer-
ence. dP/ds = P/2𝜋𝜌. In other words,

dP
ds

[W
m

]
=

10−18qc2

6𝜋𝜀0

B0
2[T]E2[GeV]
E0

4[GeV]
I[A] (2.36)

Note:

• For electrons: dP
ds

[W
m

]
= 1270.31B0

2[T]E2[GeV]I[A]

• For protons: dP
ds

[W
m

]
= 1.12 × 10−10B0

2[T]E2[GeV]I[A]
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For example:

– Electrons in SOLEIL dipole: E = 2.75 GeV, B = 1.71 T, I = 0.5 A, hence dP
ds

=
14 045 W∕m

– Electrons in DLS dipole: E = 3 GeV, B = 1.4 T, I = 0.5 A, hence dP
ds

=
11 204 W∕m

2.2.5 Vertical Angular Distribution of Power

Equation (2.31) can be also written as

dP
dΩ

=
7q

64𝜋𝜀0

𝛾
5

𝜌

IS(X)

where S is a function defined by

S(X) = 1
(1 + X2)5∕2

[
1 + 5X2

7(1 + X2)

]
X represents the vertical normalised angle 𝛾Ψ. Figure 2.9 presents the shape of
the S(X) versus normalised angle X.

The distribution is well approximated by a Gaussian function with standard
deviation 𝜎P ≈ 0.608

𝛾

. Let’s recall that the power distribution is constant over the
horizontal angle 𝜃. One can calculate the power transmitted through an angular
aperture (Δ𝜃0, Δ𝜓0):

P(Δ𝜃0,Δ𝜓0) =
∫

dP
dΩ

d𝜃dΨ =
7q

32𝜋𝜀0

𝛾
4

𝜌

Δ𝜃0I
∫

+𝛾Ψ0∕2

0
S(X)dX

By integrating S(X), one can find that

∫

+𝛾Ψ0∕2

0
S(X)dX =

0.761905 ( 𝛾Ψ0∕2)
[
0.75 + ( 𝛾Ψ0∕2)2] [1.75 + ( 𝛾Ψ0∕2)2][
1 + ( 𝛾Ψ0∕2)2]5∕2

(2.37)

with ∫
+∞

0 S(X)dX = 0.761863 (see Figure 2.10).
As a conclusion the power passing through the aperture [ΔX0, a] is written as

P(ΔX0, a) =
7q

32𝜋𝜀0

𝛾
4

𝜌

ΔX0

L
I

0.761905
(
𝛾a
2L

)[
0.75+

(
𝛾a
2L

)2
] [

1.75+
(
𝛾a
2L

)2
]

[
1 +
(
𝛾a
2L

)2
]5∕2

(2.38)

Example: SOLEIL (𝛾 = 5360, 𝜌 = 5.36), the power transmitted through a slit of
50 mm (horizontal)× 10 mm (vertical) installed at 10 m from the emission point
is 375 W, whereas the total emitted power is 471 kW.
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Note: The power absorbed by the vacuum chamber Pabs can be evaluated by
subtracting P(ΔX0, a) from the total radiated power.

Pabs(ΔX0, a) =
7q

32𝜋𝜀0

𝛾
4

𝜌

ΔX0

L
I

×

⎡⎢⎢⎢⎢⎣
0.761863 −

0.761905
(
𝛾a
2L

)[
0.75 +

(
𝛾a
2L

)2
] [

1.75 +
(
𝛾a
2L

)2
]

[
1 +
(
𝛾a
2L

)2
]5∕2
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Figure 2.10 Function S and integral of S versus vertical normalised angle X = 𝛾Ψ.

2.3 SR from Quadrupoles

SR can be generated by other magnets in accelerators. In particle colliders the
final focusing quadrupoles have a dual role: to focus the beam to its minimum
size and to drive the beams to the interaction point. The charged particles enter
the quadrupole at a distance a from the magnetic axis and are submitted to a
magnetic field:

B[T] = K
[ T

m

]
a[m] (2.39)

where K is the quadrupole field gradient. In some cases, such a magnetic field
is high enough for SR generations (e.g. in Inner Triplet quadrupoles in the LHC
and FCC).

In the analytical expression of the flux and the power, the product I⋅B should

be replaced for a Gaussian beam by
∫

+∞

−∞

t√
2𝜋𝜎

e
−(x−a)2

2𝜎2 ∣ B(x) ∣ dx

• The particle beam is not necessary centred on the quadrupole axis (the beam
could be displaced by the value a). If a≫𝜎, one considers that all electrons of
the beam have the same position sign. The magnetic field is replaced by the
average magnetic field Bavg defined as Bavg[T] = K

[
T
m

]
a[m].
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Equations (2.29) and (2.36) are independent from the transverse beam size 𝜎
and are modified as follows:

dΓ
ds

[photons∕(s ⋅m)] =
10−8q

8
√

3
I[A]
𝜀0h

Bavg[T]
E0[GeV]

(2.40)

dP
ds

[W
m

]
=

10−18qc2

6𝜋𝜀0

B2
avg[T]E2[GeV]

E0
4[GeV]

I[A] (2.41)

Example: For proton beam of 14 TeV and 0.5 A entering a quadrupole of
200 T/m with a misalignment a of 1 mm, the total flux and power are respectively
2.11× 1015 photons/s and 8.8× 10−4 W/m.

For electron beam of 3 GeV and 0.5 A entering a quadrupole of 100T/m
with a misalignment a of 1 mm, the total flux and power are respectively
1.93× 1018 photons/s and 57.2 W/m.

• If the particle beam is centred (a = 0), particle located off-axis may radiate.
The magnetic field is replaced by the mean square magnetic field Brms defined
as Brms[T] = K

[
T
m

]
𝜎[m]

dΓ
ds

[photons∕(s ⋅m)] =
10−8q

8
√

3
I[A]
𝜀0h

Brms[T]
E0[GeV]

(2.42)

dP
ds

[W
m

]
=

10−18qc2

6𝜋𝜀0

B2
rms[T]E2[GeV]

E0
4[GeV]

I[A] (2.43)

Example: For proton beam of 14 TeV and 0.5 A entering a quadrupole of 200 T/m
with a transverse size of 100 μm, the total flux and power are 2.11× 1014 photons/s
and 8.8× 10−6 W/m, respectively.

For electron beam of 3 TeV and 0.5 A entering a quadrupole of 100 T/m
with a transverse size of 100 μm, the total flux and power are respectively
1.93× 1017 photons/s and 0.572 W/m.

2.4 SR from Insertion Devices

SR can also be generated in dedicated insertion devices (IDs) such as wigglers
and undulators. In this section we will show the ways for simple estimation of
the ID power and photon flux loads. Generally, ID consists of a big number of
the magnetic poles, which produce an alternating magnetic field along charged
particles trajectory.

The proposed semi-analytical methods provide the sufficient accuracy for esti-
mation of the power load and photon flux on the wall of the vacuum chamber
and on the radiation absorbers.

For more precise calculation, one can use a dedicated computer code. Some
example of such codes will be detailed at the end of this section.
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2.4.1 Motion of Charged Particles Inside a Planar Insertion Device

IDs are special organised magnetic structures capable of producing periodic
alternating magnetic field and, as a consequence, imposing particles to undulate
along the ID axis. A main advantage of IDs compared to bending magnet is the
capability to generate much more photon flux, that is, many orders of magnitude
higher.

The magnetic field inside an ID is periodic and can be described by the relation:
−→B (z) = B0 cos(kuz)−→y , where ku = 2𝜋

𝜆u
. 𝜆u is called magnetic period. When an elec-

tron enters the undulator with a speed −→v = v0
−→z , it is submitted to the Lorentz

force already presented (Eq. (2.16)):
𝛾m0

d−→𝛽
dt

= q−→𝛽 ×
−→B0. This relation is also written as

d−→𝛽
dt

= −
eB0

𝛾m0
cos(k0z)(−→𝛽 × −→y ) =

eB0

𝛾m0
cos(k0z)−→x

In first approximation (z∼ ct) and after integration,

𝛽x =
K
𝛾

sin(kuz)

With

K =
eB0𝜆u

2𝜋m0c
= 0.934B0[T]𝜆u[cm] (2.44)

K is called deflection parameter.
It can be seen that 𝛽y = 0 (the particles undulate in the xz plane). On the other

hand,

𝛽
2 = 𝛽

2
x + 𝛽2

y + 𝛽2
z and 𝛽 =

√
1 − 1

𝛾2

𝛽z is written as:

𝛽z
2 = 1 − 1

𝛾2 − K2

𝛾2 sin2(kuz)

However 𝛾 ≫ 1, at first order in 1/𝛾 :

𝛽z ∼ 1 − 1
2𝛾2

[
1 + K2

2

]
− K2

4𝛾2 cos(2k0z) = 𝛽z −
K2

4𝛾2 cos(2k0z)

× with 𝛽z = 1 − 1
2𝛾2

[
1 + K2

2

]
After integration with assumption that z∼ ct, the motion of particles is described
by

x =
K𝜆u

2𝜋𝛾
[1 − cos(kuz)] ≅

K𝜆u

2𝜋𝛾
[1 − cos(kuct)] (2.45)

z ≅ 𝛽zct − K2

8𝛾2ku
sin(2kuct) (2.46)
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Figure 2.11 Motion of particles in the observer frame (a) and in the particle frame (b). One
considers an undulator of 100 periods of 20 mm with a K value of 1.8 at SOLEIL (2.75 GeV).

Particles are submitted to oscillations in the transverse plane (x0z) at the spatial
frequency ku and also in the longitudinal axis z at the frequency 2ku. In the parti-
cle frame, the particle moving at the 𝛽z speed describes an ‘8’ shape (Figure 2.11).
This effect is a characteristic of planar IDs.

Note: The ‘8’ shape motion of particle explains the appearance of the fundamen-
tal wavelength as well as higher order harmonics. When K ≪ 1, the longitudinal
excursions are negligible. The particles behave as electrons in a hertzian antenna
emitting at the fundamental wavelength. As K grows, the particle motion is peri-
odically disturbed along the longitudinal axis leading to the appearance of higher
order harmonic. This phenomenon enables thus to operate the ID at high energy
by using high harmonics even for low-intermediate energy storage rings. How-
ever in circular polarised undulators, the electrons experiment a helicoidally tra-
jectory with a constant longitudinal speed. The spectrum of the on-axis radiation
presents only the resonant energy.

2.4.2 Resonance Wavelength

The resonant wavelength answers to a constructive interference condition impos-
ing that during the travelling of one spatial period the particle is delayed by one
electromagnetic temporal period T .
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Figure 2.12 Schematic view of the particle motion inside the ID and radiation seen by an

observer ( ).

This condition is converted in terms of wavelength as follows:

c

[
𝜆0

𝛽zc
−
𝜆0

c
cos(𝜃) cos(𝜓)

]
= n𝜆r . Considering small angle observation

(𝜃, 𝜓 ≪ 1), the resonant wavelength can be written as

𝜆r(𝜃, 𝜓) =
𝜆u

2𝛾2

[
1 + K2

2
+ 𝛾2

𝜃
2 + 𝛾2

𝜓
2
]

(2.47)

𝜃 and𝜓 are the observation angles. It is also usual to talk about resonant energy
defined as: 𝜀r = h𝜔r/2𝜋 (Figure 2.12).

2.4.3 Radiation from Undulators and Wigglers

Depending on the field amplitude and the photon energy, there are two distin-
guished modes of operation of IDs: wiggler mode and undulator mode.

– In the wiggler mode, photons emitted from different parts of the trajectory
are absolutely independent of each other. Radiation coming from the magnetic
poles interferes with random phase leading to a continuous photon spectrum
similar to the spectrum radiated by bending magnets. The emission is said to
be incoherent.

– In the undulator mode, radiations coming from each part of the trajectory
interfere coherently. As a consequence, the spectrum presents a series of lines
(harmonics) peaked at the resonant wavelength (Eq. (2.47)) and its harmonics.

To determine in which mode an ID is operated, one must find if the duration
of the photon pulse Δtrad is negligible (Figure 2.13a) or not (Figure 2.13b) with
respect to the temporal periodicity of the radiation T .

In Section 2.2.1, we have seen that the time duration can be written as
Δtrad = 𝜌

𝛾3c
(FWHM), which can be also expressed as Δtrad =

𝜆o

2𝜋𝛾2cK
. On

the other hand, the temporal periodicity of the radiation T is defined by the
delay between photons and electrons to traverse through one spatial period 𝜆0:

T =
𝜆o

2𝛾2c

(
1 + K2

2

)
. If Δtrad >T/4, photon pulses overlap each other resulting

in coherent interferences. This situation defines the undulator regime. In the
opposite situation (wiggler regime or wiggler mode), the radiation is composed
of a train of individual short pulses, which do not interfere coherently. From the
above requirement, this situation is encountered when K > 1.
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T

(a) (b)

Δtrad

T

Figure 2.13 Temporal distribution of the radiation intensity for large K value (a) and low K
value (b).

The K-factor is an important quantitative parameter that defines what type of
radiation will be produced by an ID. K could own various physical meanings. On
the one hand, it is the ratio of the maximal deflection angle of the electron tra-
jectory from the longitudinal axis to the typical angle of the SR divergence, i.e.
(1/𝛾). From another point of view, K parameter can be considered as the ratio of
the period length to length of radiation formation. If K is a smaller than 1 (undu-
lator mode), the radiation formation length is larger than the spatial period: i.e.
the wave field leave the charge particle where particles pass a few periods. This
means that photons emitted from different points of the particle trajectory have
a consistent phase and the constructive or destructive interference is possible
between them. In the other case (wiggler mode), the radiation formation length is
essentially smaller than the spatial period, and photons emitted in the same direc-
tion from different periods are absolutely independent. There is no interference
between them in this case, and the observer can see radiation like a number of
the short separated photon flashes. Every flash is similar to flash that an observer
can see in the more simple case of the bending magnet with constant field along
particle trajectory. The total flux in the wiggler case is higher than the irradiated
from bending magnet flux by a factor of 2N , N corresponding to the number of
the wiggler periods.

In the undulator mode, because the angular deflection of the particle is lower
than SR divergence fan, the observer can see a small variation of the SR intensity
during particle passing through the periodic field. The time profile of the intensity,
which the observer can see, has a near-sinusoidal shape. The Fourier transform
of such profile defines a spectrum with discrete line structures.

Because harmonics are the result of coherent sum of the electric fields, the
spectral width of the harmonics is proportional to 1/nN , and peak intensities are
proportional to N2.

Note: Even if K ≫ 1, one can distinguish the two modes of operation of the ID.
In this case the spectrum presents a series of lines at low photon energy and a con-
tinuous evolution at high energy. The frontier between the 2 regimes is reached
when the undulator structure disappear in the spectrum (Figure 2.14).
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Figure 2.14 Spectrum radiated by a 2-m-long wiggler (K = 9.8, 𝜆u = 50 mm) at SOLEIL
(2.75 GeV).

To calculate the photon flux emitted by an ID, let us recall the spectral intensity
Eq. (2.13):

d2W
dΩd𝜔

=
q2
𝜔

2

16𝜋3𝜀0c

|||||∫
+∞

−∞

−→n × (−→n × −→
𝛽 )e

−j𝜔
(

t−
−→n ⋅−→rp

c

)
dt
|||||

2

• −→n = (cos(𝜃) cos(𝜓), cos(𝜃) sin(𝜓), sin(𝜓))
• −→
𝛽 = K

𝛾

cos(kuz), 0, 1 − 1
2𝛾2

[
1 + K2

2

]
− K2

4𝛾2 cos(2kuz)

• −→rp =
(

K𝜆u

2𝜋𝛾
[1 − cos(kuct)], 0, 𝛽zct − K2

8𝛾2ku
sin(2kuct)

)
with 𝛽z = 1 − 1

2𝛾2

[
1 + K2

2

]
To calculate the spectral intensity, one uses the development in Bessel func-

tions: eja sin 𝜃 =
n=+∞∑
n=−∞

Jn(a)ejn𝜃 .

The spectral intensity is superimposition of spectral lines of magnitude In:

𝜕
2W
𝜕Ω𝜕𝜔

=
n∑
1

In where In =
q2
𝜔

2K2N2
𝜆0

2

16𝜋3𝜀0c(4𝛾2c2)
⋅

Fn(𝛼, 𝜉) ⋅ sin c2
[
𝜋N

𝜔 − n𝜔r

𝜔r

]
(2.48)

Fn(𝛼, 𝜉) =
||||||
∑
k,l

Jk(n𝛼)Jj(n𝜉) ⋅ {𝛿(n + 1,−k − 2l) + 𝛿(n − 1,−k − 2l)}
||||||

2

𝛿 is the Kroeneker symbol defined as 𝛿(i, j) = 1 if i = j and 𝛿(i, j) = 0
otherwise. 𝜔r =

2𝜋c
𝜆r

is the resonance pulsation; 𝛼 = 2K𝜃𝛾 cos𝜓
1 + K2

2
+ 𝛾2𝜃2

and

𝜉 = K2

4
(

1 + K2

2
+ 𝛾2𝜃2

) ; N is the number of periods.
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The spectral intensity differs from zero for pulsations close to n𝜔r . With the
approximation of 𝜔∼ n𝜔r , In is written as

In =
q2
𝛾

2K2N2n2

4𝜋𝜀0c
(

1 + K2

2
+ 𝛾2𝜃2

)2 ⋅ Fn(𝛼, 𝜉) ⋅ sin c2
[
𝜋N

𝜔 − n𝜔r

𝜔r

]

which is also expressed as

In =
q2
𝛾

2N2

4𝜋𝜀0c
⋅ Gn(𝛼, 𝜉) ⋅ sin c2

[
𝜋N

𝜔 − n𝜔r

𝜔r

]
× with Gn(𝛼, 𝜉) =

K2n2(
1 + K2

2
+ 𝛾2𝜃2

)2 ⋅ Fn(𝛼, 𝜉)

or

In =
q2
𝛾

2N2

4𝜋𝜀0c
⋅ Gn(𝛼, 𝜉) ⋅ sin c2

[
𝜋N

𝜀 − n𝜀r

𝜀r

]
(2.49)

with Er =
h

2𝜋
𝜔r

On axis (𝜃 = 0, 𝜓 = 0) Gn can be simplified:

Gn(K) = K2n2(
1 + K2

2

)2

||||||||
∑

k
Jk

⎛⎜⎜⎜⎝
nK 2

4
(

1 + K2

2

)⎞⎟⎟⎟⎠ ⋅ {𝛿(n + 1,−2l) + 𝛿(n − 1,−2l)}

||||||||
2

Two cases appear:

• n is even: Gn(K ) = 0

• n is odd: Gn(K) = K2n2(
1+ K2

2

)2 ⋅
[

J n+1
2

(
nK2

4
(

1+ K2

2

)
)
− J n−1

2

(
nK 2

4
(

1+ K2

2

)
)]2

𝜕
2W
𝜕Ω𝜕𝜔

=
∞∑
n

q2
𝛾

2N2

4𝜋𝜀0c
⋅ Gn(K) ⋅ sin c2

[
𝜋N

𝜀 − n𝜀r

𝜀r

]
(2.50)

On axis no even harmonics appear. The amplitude scales as N2 and the relative
FWHM width is given by the sinc part of the expression. ΔE

E
|||Nat

≅ 0.9
nN

For example:

• 2-m-long undulator composed of 40 periods operating at SOLEIL on the first
harmonic: ΔE

E
|||Nat

= 0.018
• 2-m-long undulator composed of 100 periods operating at SOLEIL on the fif-

teenth harmonic: ΔE
E
|||Nat

= 6 × 10−4

• 90-m-long undulator composed of 4500 periods operating at SACLA FEL on
the first harmonic: ΔE

E
|||Nat

= 2 × 10−4

The Gn function determines the amplitude of the spectral intensity. Figure 2.15
shows the evolution of Gn versus K for several harmonics n.
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To calculate the angular flux 𝜕
2Γ

𝜕Ω𝜕𝜔
, one takes into account that I

q
𝜕

2W
𝜕Ω𝜕𝜔

= h𝜔
2𝜋

𝜕
2Γ

𝜕Ω𝜕𝜔
:

𝜕
2Γ

𝜕Ω𝜕𝜔∕𝜔
=

q
2𝜀0hc

IN2
𝛾

2
∞∑
n

Gn(K) =
q

2𝜀0hc
IN2
[

E
E0

]2 ∞∑
n

Gn(K) (2.51)

Considering electrons (or positrons) Eq. (2.51) can be written as

𝜕
2Γ

𝜕Ω𝜕𝜔∕𝜔
[photons∕(s ⋅0.1%BW ⋅mrad2)]

= 1.744 × 1014I[A]N2E2[GeV]
∞∑
n

Gn(K) (2.52)

Integrated over all angles the total flux is written:

𝜕Γ
𝜕𝜔∕𝜔

=
∞∑
n

q𝜋N
2𝜀0hc

IQn(K) (2.53)

with

Qn(K) = K2n
1 + K2

2
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⎡⎢⎢⎢⎣J
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⎛⎜⎜⎜⎝
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nK 2

4
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2
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2

Figure 2.16 presents the evolution of Qn versus K value.
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Considering electrons (or positrons) Eq. (2.53) can be written as

𝜕Γ
𝜕𝜔∕𝜔

[photons∕(s ⋅0.1%BW)] = 1.431 × 1014NI[A]
∞∑
n

Qn(K). (2.54)

2.4.4 Angular Aperture of ID at Resonant Wavelength

To calculate the angular aperture of the radiation in the undulator regime, one
can approximate the distribution as Gaussian [5]. A simplest method is to start
from the analytical expression of the resonant wavelength 𝜆r (see Eq. (2.47)) and
to find the angles 𝜃1 and 𝜃2 corresponding to a shift of −1/2nN in regard to 𝜆r on
axis. The difference Δ𝜃 = 𝜃2 − 𝜃1 is the angular of the emission coming from the
undulator:

Δ𝜃 = 1
2𝛾

√
1 + K2∕2

nN
=
√

𝜆r

2L
(2.55)

From Eq. (2.55) it can be seen that high energy photons are concentrated in
small angles. On the contrary low energy photons tend to span with large angles.
The length of the ID also impacts the angular aperture of the radiation.

Example:

• IR-visible: 𝜀∼ 1.55 eV (𝜆∼ 800 nm), Δ𝜃 = 35 μrad with 3.28 m long ID of K
value of 28

• VUV : 𝜀∼ 5 eV (𝜆∼ 250 nm), Δ𝜃 = 11.2 μrad with 10 m long ID of K value of
6.55 on first harmonic

• Soft X-rays: 𝜀∼ 1 keV (𝜆∼ 1 nm), Δ𝜃 = 15.8 μrad with 2 m long ID of K value
of 2 on first harmonic

• Hard X-rays: 𝜀∼ 21 keV (𝜆∼ 0.0476 nm), Δ𝜃 = 3.45 μrad with 2 m long ID of K
value of 2 on twenty-first harmonic

Note 1: In fact the angular aperture is not only defined by the resonant wave-
length close to the axis. The expression of Δ𝜃 should be modified by the fact that
radiation could be observed not only at the wavelength 𝜆r (𝜃 = 0, 𝜓 = 0) on har-
monic m but also for angles different from 0 coming from harmonics n higher
than m. One starts from the equality:

𝜆rm(𝜃 = 0, 𝜓 = 0) = 𝜆rn(𝜃 ≠ 0, 𝜓 ≠ 0)

𝜆u

2m𝛾2

[
1 + K2

2

]
=

𝜆u

2n𝛾2

[
1 + K2

2
+ 𝛾2

𝜃
2 + 𝛾2

𝜓
2
]

By defining 𝜙2 = 𝜃2 +𝜓2, one establishes that 𝛾𝜙 =
√

(n − m)
[
1 + K2

2

]
. Around

the main angular aperture Δ𝜃, it appears several radiation rings of diameter:
2
𝛾

√
(n − m)

[
1 + K2

2

]
. Figure 2.17 shows schematically the angular distribution

for a K value of 2 considering the fundamental harmonic (m = 1) of an undulator
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Figure 2.17 Angular aperture on first
harmonic (m = 1) and rings of higher
harmonics (n = 2 and n = 3). K value of 2
and number of period of 100.

composed of 100 periods of 20 mm. The diameter of the rings may exceed the
natural angular aperture by many orders of magnitude.

Note 2: The particle bunch owns its own angular divergence in both horizontal
and vertical planes σ′

x et σ′
z (assuming a Gaussian distribution). The total angular

divergence should be modified by summing quadratically the contributions:

𝚺′
x ≈
√

𝛔′2
x + 𝚫𝛉2

𝚺′
y ≈
√

𝛔′2
y + 𝚫𝛉2

2.4.5 Estimation of Power Distribution Radiated in a Wiggler

The total power PT and power density dP
dΩ

emitted by particles crossing a wiggler
can be estimated by using analytical expressions established by Kwang-Je Kim
[6]. In other words,

PT [kW] =
10−21qc2

6𝜋𝜀0

E2
e [GeV] ⋅ I[A]

E4
0[GeV] ∫

L

0
B2(z)dz. (2.56)

dP
dΩ

= d2P
d𝜃 d𝜓

= PT
21𝛾2

16𝜋K
G(K)f ( 𝛾𝜃∕K, 𝛾𝜓) , (2.57)

where

G(K) = K
K6 + 24

7
K4 + 4K2 + 16

7
(1 + K2)7∕2

. (2.58)

For large K (K > 10), the function f can be estimated with a good accuracy by the
following formula:

f (a, b) =
√

1 − a2

{
1

(1 + b2)5∕2
+ 5b2

7(1 + b2)7∕2

}
a ≤ 1.

f (a, b) = 0, a > 1 (2.59)
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Because the radiation is concentrated in the region of the small cones around tra-
jectory axis, the angles can be connected with observer coordinates with paraxial
approximation:

𝜃 ≈ x∕L,

𝜓 ≈ y∕L; (2.60)

where L is the distance between wiggler centre and the observer and x and y are
the observer coordinates in the plane perpendicular of the wiggler axis. Func-
tion G(K ) and f (𝛾𝜃/K , 𝛾𝜓) are plotted in Figures 2.18 and 2.19 respectively.
Figure 2.18 represents only one quarter of whole curve since the function f (a,
b) is symmetrical for both arguments.

From Figure 2.19, one can see that most of the radiated power is concentrated
in an angular aperture of ±K/𝛾 in horizontal and ±1/𝛾 in vertical.

Formula (2.57) can be slightly modified in the case of a close orbit distortions
presence:

dP
dΩ

= d2P
d𝜃 d𝜓

= PT
21𝛾2

16𝜋K
G(K)f

(
𝛾(𝜃−𝜃c)∕K, 𝛾(𝜓 − 𝜓c)

)
(2.61)
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where 𝜃c, 𝜓 c are the horizontal and vertical emission angles resulting from an
angular distortions of the orbit.

2.4.6 Estimation of the Power Collected by Simple Geometry Aperture

Expressions (2.57) and (2.61) give the local distribution of the power density. For
calculation of the total SR power collected through the surface element, it is pos-
sible to integrate these formulas over the projection surface on the plane normal
to the beam axis. For rectangular region, if one considers the surface limited by
angles 𝜃1 and 𝜃2 in horizontal direction and by 𝜓1 and 𝜓2 in vertical, the integra-
tion can be performed analytically:

P(𝜃1, 𝜃2, 𝜓1, 𝜓2) = PT
21

16𝜋
G(K)

[
F
(
𝛾𝜃2∕K, 𝛾𝜓2

)
− F
(
𝛾𝜃1∕K, 𝛾𝜓1

)]
, (2.62)

where

F(a, b) =
∫

b

0
dA

∫

a

0
dB f (A,B) = 1

2
(a
√

1 − a2 + a sin a)

× b
21

(
16b4 + 40b2 + 21

(1 + b2)5∕2

)
. (2.63)

This formula is valid when horizontal angles do not exceed maximal angular
divergence for wiggler radiation in horizontal plane, i.e. should be |𝜃i|≤K/𝛾 . In
another case the horizontal angles in the formula (2.62) should be replaced by the
limit value 𝜃max = K/𝛾 .

2.4.7 Method for Estimation Absorbed Power on the Complex Shapes

Considering more complex geometry, formulas (2.57) and (2.61) can be inte-
grated numerically by dividing the various regions into big number of small parts.
Sometimes when it is necessary to take into account the shadows of the cham-
ber elements before calculated surface, the shape of regions can be very complex
with a number of long irregular branches. In these cases the element of division
should be smaller than width of such fragments, and the number of elements
becomes big. The integration result becomes dependent on the way of division
and integration accuracy is not good.

There is one way, proposed by Dr. K. Zolotarev, to reduce the dimension of
integration and replace two dimensions surface integration by one dimension
integration over the surface boundary contour with using Stokes theorem:

∫ ∫S

−−→rot(
−→
A)ds =

∫L

−→
A
−→
dl. (2.64)

Thanks to this property, if we can express integrated function f defined in
Eq. (2.59) as a component of the rotor vector, we can define of the vector A.
Function f can be expressed in factor form:

f (x, y) = u(x)v(y)

u(x) =
√

1 − x2
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v = 1
(y2 + 1)5∕2 + 5

7
y2

(y2 + 1)7∕2 = 1
7

12y2 + 7
(y2 + 1)7∕2 (2.65)

If we define a new function V (y), like

V (y) =
∫

v(y) dy = 1
21

y(16y4 + 40y2 + 21)
(y2 + 1)5∕2 (2.66)

We can express vector A as follows:

Ay = u(x) V (y)
Ax = Az = 0 (2.67)

In this case we obtain,
−−→rot(

−→
A) = (0, 0,u(x)v(y)) = (0, 0, f (x, y)) (2.68)

Thus the integration can be expressed by contour integral:

P(S) =
∫ ∫S

dP
dΩ

dΩ

= PT
21𝛾2

16𝜋K ∫ ∫S
f ( 𝛾𝜃∕K, 𝛾𝜓) d𝜃 d𝜓 = PT

21
16𝜋 ∫ ∫S′

f (x, y) dx dy (2.69)

P(S) = PT
21

16𝜋 ∫L(x,y)
u(x)V (y) dy (2.70)

This integration can be performed by using standard integration routines from
popular mathematic software, which can make automatic division of the con-
tour for providing necessary accuracy (for example, function quad from MatLAB
package).

2.5 Software Dedicated to Evaluation of the Photon
Flux and Power Distribution from the Insertion Devices

As previously seen in various sections, analytical expressions enables to calculate
quickly the radiated power, the power density and photon flux collected inside an
aperture of simple geometry. However, formulas are not well adapted to complex
geometry and a minimum of programming is needed. In addition, the equations
do not take into account the real particle beam characteristics (transverse size,
angular divergence, and energy spread) and also the magnetic defaults of the
IDs, which strongly impact the optical and spectral performances of the photon
source in terms of peak intensity and photon divergence. For this purpose sev-
eral codes available in freeware version have been developed for 20 years for ID
designer, vacuum scientists, SR beamline scientists, and free electron laser users
and are presented in the following subsections.
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2.5.1 XOP

X-ray Oriented Programs (XOP) is a widget-based driver program that is used
as a common front end interface for computer codes of interest to the SR com-
munity. It provides codes for modelling of X-ray sources (e.g. SR sources, such
as undulators and wigglers), calculate the characteristics of optical devices (mir-
ror, filters, crystals, multilayers, etc.), and also contains tools for multipurpose
data visualisations and analyses. The current version of XOP (v2.3) runs on most
Unix and Windows platforms and is available free of charge to the scientific com-
munity. The point-and-click interface is used as a driver for a variety of codes
from different authors written in different computer languages. XOP runs under
most UNIX machines and Windows. XOP includes a flexible DAta BAse for X-ray
applications (DABAX), which is a compilation tables for X-ray applications with
a collection of codes to access, visualise, and process these tables.

OrAnge SYnchrotron Suite (OASYS) is a new generation simulation toolbox.
The OASYS suite drives several simulation tools providing new mechanisms
of interoperability and communication within the same software environment.
OASYS includes most of the XOP tools for simulating spectra, power density,
and radiation of most SR sources. It has also been designed to perform efficient
beamline simulations using the most powerful software available, such as
Shadow3 for ray tracing calculations and Synchrotron Radiation Workshop
(SRW) for wave optics simulations.

Authors: Manuel Sanchez del Rio (ESRF) and Roger J. Dejus (APS).
Website: http://www.esrf.eu/Instrumentation/software/data-analysis/xop2.4.

2.5.2 Synchrotron Radiation Workshop (SRW)

SRW is a software dedicated to evaluate the spectral, spatial and polarisation
characteristics of the radiation in the near field and/or far field approximation
produced by a relativistic electron beam travelling through an arbitrary magnetic
field. The magnetic field data is either created by a macro or can be read from a
file coming from a design or magnetic measurements. The computed wavefront
of the radiation can be propagated through drift spaces, lenses (Mirror, Refrac-
tive, Fresnel Zone, rectangular slit or cylindrical hole, etc.), apertures or arbitrary
2D phase shifting elements.

– Fast numerical algorithms are used for bending magnets radiation and periodic
field IDs such as linear, ellipsoidal, figure-8, tapered, and optical klystron type
of undulators or wigglers. The computation includes electron beam emittance
and energy spread.

– The pre and post processing is made in the Igor Pro (low cost) graphing and
analysing software. All computations are driven by dialogue box and/or com-
mand lines. Command lines can easily be grouped into a user defined macro
to parameterise and/or automate a sequence of computation. The result can
be visualised in linear, contour, image, and surface plots. Publication quality
transparencies can be produced from within Igor. Extension and/or customi-
sation is easily done using either the powerful Igor macro language or using C,
C++, or Fortran.
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A few areas of use of SRW:

– Beamline design and optimisation in the IR, UV, and X-ray range.
– Processing of the magnetic field measured on an Undulator/Wiggler and sim-

ulation of field errors on the spectral performance.
– Electron beam diagnostic in a storage ring or free electron laser.
– Estimating the brilliance (brightness) from undulators, wigglers and bending

magnet sources.
– Edge radiation.

Recently, a new version of SRW has been proposed under Python environment.
First Release: December 1997, current Version: 3.76
Authors: O. Chubar, P. Elleaume
Main Publication: Chubar, O. and Elleaume, P. (1998). Accurate and efficient

computation of synchrotron radiation in the near field region. Proceedings of the
EPAC98 Conference, 22–26 June 1998, pp. 1177–1179.

Website: http://www.esrf.eu/Accelerators/Groups/InsertionDevices/Software/
SRW.

2.5.3 SPECTRA

SPECTRA is an application software to calculate optical properties of SR emit-
ted from bending magnets, wigglers (conventional and elliptical), and undulators
(conventional, helical, elliptical, and figure-8). Calculations of radiation from an
arbitrary magnetic field distribution are also available. Parameters on the elec-
tron beam and the source can be edited completely on graphical user interfaces
(GUIs) and it is possible to show the calculation result graphically. The energy
spectrum and radiation power after transmitting various filters and convolution
of detector’s resolution are also available.

The graphical part of SPECTRA is written in the C++ language with wxWid-
gets GUI tool kit and OpenGL graphic library. Thanks to portability of these
libraries, SPECTRA will run on most available operating systems such as
Microsoft Windows, Mac OS X, Linux, and most unix-like operating systems.

At present, the main functions supported in SPECTRA are as follows:

– Radiation power
⚬ Power density distribution observed at a certain longitudinal position.
⚬ Partial power passing through a finite aperture (circular and rectangular).
⚬ Filtered power and power density. The filter can be composed of any material

and several typical filters are already built in. If not in the built-in list, the
user can set up their original material. The user can also import a custom
data to specify the transmission rate (transmission versus photon energy).

⚬ Surface power density, i.e. radiation power per unit area incident on the sur-
face of a target object, whose normal vector is not necessarily in parallel to
the optical axis.

– Photon flux
⚬ Spectrum of flux density, partial flux, and total flux.
⚬ Spatial profile of the flux density at a given photon energy.
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Authors: Takashi Tanaka, RIKEN SPring-8 Center
Reference: Tanaka, T. and Kitamura, H. (2001). SPECTRA: a synchrotron radi-

ation calculation code. J. Synchrotron Radiat. 8, 1221–1228.
Website: http://radiant.harima.riken.go.jp/spectra.

2.5.4 SYNRAD

‘SYNRAD+’ is the evolution of the SYNRAD code, which has been used by R.
Kersevan, since the early 1990s. The original code was written in TurboPascal,
compiled under DOS, and due to severe memory limitations could handle only
rather simple geometries. In spite of this it has been used by the author to anal-
yse and design the vacuum system upgrade of the CESR e+/e− B-factory collider
(Cornell University, Ithaca, USA), and many new chambers at the European Syn-
chrotron Radiation Facility (ESRF, Grenoble, France).

The new version of the code, SYNRAD+, is the companion of Molflow+, and
shares with the latter most of the ray-tracing engine algorithm. It takes full advan-
tage of modern ray-tracing techniques and has been optimised for speed and
accuracy and benchmarked against many analytical, numerical and experimen-
tal data and results. SYNRAD+ has some built-in features, which allow its user
to load a geometry generated by CAD programs, of arbitrary complexity, in STL
file format, i.e. a sequence of triangular facets. The user then assigns to each facet
its ‘optical’ properties, such as specification of the material (Cu, stainless steel,
aluminium, etc.), its surface finish value (in terms of surface finish or rugos-
ity), and allows also the user to choose among a predefined set of energy- and
angle-dependent reflectivity curves, which are usually found in literature or inter-
polated from existing databases. SYNRAD+ sets the position and direction of the
beam and then computes the transverse source particle distribution as per rele-
vant formula, which depend on the optics of the beam, i.e. the beta functions,
emittance, dispersion, horizontal-to-vertical coupling, etc. It then computes the
trajectory of the beam centroid using the dipole approximation: i.e. it bends the
beam according to its energy and local magnetic field vector. The user can define
dipolar and quadrupolar magnetic fields, in addition to periodic ones like those of
undulators and wigglers, either defined analytically or numerically (e.g. obtained
from measurements on magnetic benches). Global spectra are also calculated f or
the single facets, and photon flux and power densities can be obtained (in units
of photons/s/cm2, or W/cm2, respectively). SYNRAD+ can export these data to
finite element codes, like ANSYS, which then carry out the thermo-mechanical
analysis of the absorber. SYNRAD+ shares with Molflow+ a set of simple ‘geome-
try editing’ routines, which allow the user to create or modify the geometry of the
model within the code itself, without the need to use additional codes, or go back
to the CAD program. A typical use is to create a cross or ‘tee’ from two intersect-
ing tubes, of arbitrary cross-sections, which is a rather common feature of particle
accelerators. Benchmarking has been also performed. A modern multi-core CPU
workstation can run in a reasonable time (i.e. few to tens of hours) a SYNRAD+
simulation with 100 000 facets, each of them with tens to hundreds of texture
elements. The actual limit is given by the graphic card memory installed on the
computer, although there is a way to send the core of the Monte Carlo ray-tracing
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simulation to a faster host server and use the graphic card of a separate computer
only to visualise the results.

Presently SYNRAD+ is available to run only under MS Windows, although
some users run it under a simulated environment in Linux.

Authors: R. Kersevan, M. Ady; (CERN)
Website: https://molflow.web.cern.ch/content/about-molflow

2.5.5 OSCARS

OSCARS is a modern code for the computation of radiative properties of charged
particles in electromagnetic fields. OSCARS is capable of calculating spectra,
flux, and power densities for arbitrary field configurations, multi-particle and
mixed-particle beams, with user configurable precision. Notably, OSCARS is
capable of calculating flux and power density distributions on arbitrary shaped
surfaces in 3D.

Characteristics of OSCARS:

– Accurate calculation with user defined precision.
– Multi-threaded and capable of using your graphical processing unit (GPU).
– Designed with very large scale computing in mind.
– Simple and very powerful python API (application program interface).
– 100% open source.
– We welcome feedback and contributions.

The core of OSCARS is written in modern C++ for speed with a simple python
user interface. No additional packages are required to run the core of OSCARS.
One can easily run OSCARS on their desktop or laptop computer. It also comes
with utilities to use message passing interface (MPI) for your local machine
and cluster usage. Significant gains are achieved through the use of GPUs and
OSCARS makes this very easy for compatible NVIDIA GPUs. OSCARS was also
designed with very large scale computing in mind and easily runs on ‘the cloud’
and such facilities as the Open Science Grid.

Author: Dean Hidas, NSLSII Synchrotron Center
Website: oscars@bnl.gov.
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The synchrotron radiation (SR) generated by the beam particle from the magnetic
components of particle accelerator can irradiate inner surfaces of vacuum cham-
ber and various component inside the accelerator vacuum chamber. In relation
to the vacuum design of particle accelerators, there are three main effects that
critically affect it and, therefore, are under consideration in this book:

– Photon reflectivity,
– Photoelectron production,
– Photon-stimulated gas desorption.

These effects depend on both SR parameters (energy of photon, intensity, and
incident angle) and surface parameters (material, roughness, and treatments). In
this chapter we will summarise the experimental results for the photon reflectiv-
ity and the photoelectron production, while the photon-stimulated gas desorp-
tion data are reported in Chapter 4.

3.1 Photon Reflectivity

When a photon interacts with an atom of the surface material, it might be
absorbed (at the condition of equal energies of the atom resonance energy and
the interacting photons), putting the atom into an excited state. After some time
the atom relaxes back to the ground state by emitting a photon with energy
equal to that of the original photon but in any direction. This emitted photon
may interact with other atoms of the surface and be eventually absorbed, thereby
heating the vacuum chamber wall, or transmitted through the outer surface, or
emitted backwards by diffused reflection from the inner surface. High energy
photons above ∼100 keV can be transmitted through the vacuum chamber walls
without interacting with the vacuum chamber material and be deleterious for
the surrounding material. In addition, there are photons that are not absorbed
and actually ‘bounce’ off of the surface, forming specular reflection.

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 3.1 Incident photons, 𝛾 , hit an absorber surface at an incident angle Θ, which can be
absorbed, transmitted (𝛾 t), diffused reflected (𝛾d) with an angle Ψ, or mirror reflected (𝛾m) with
angle Θ±ΔΘ.

In application to the accelerator vacuum system design, the main interest is on
where a photon with an energy 𝜀 (or wavelength 𝜆) and an incident angle Θ could
be absorbed or diffusely or specularly reflected (see Figure 3.1). The incident angle
Θ may vary from grazing incidence on vacuum chamber walls to normal incident
at beam collimators and SR absorbers.

The X-ray interaction with matter can be computed from photo absorption
cross sections and scattering models [1–3]. Among other parameters, the X-ray
reflectivity of surfaces under several conditions is available at the Berkeley Labo-
ratory [1]. For example, the reflectivity of a copper mirror was obtained with this
online calculations [1] and is shown in Figure 3.2 in two graphs (a) as a function
of incident photon energy in a range from 30 eV to 30 keV for a few incidence
angles on a range from grazing 0.1∘ to normal and (b) as a function of incidence
angle (Θ) for different photon energies in a range from 30 eV to 3 keV. One can
see that

– for a grazing incident of Θ= 0.1∘ nearly all photons are reflected in the photon
energy range from 30 eV to 30 keV;

– starting from Θ = 0.2∘, the higher incident angle, the more the higher energy
photons are absorbed by the surface;

– the lowest reflectivity values are shown for normal incident; however,
the reflectivity of photons is practically independent on incidence for
60∘ ≤Θ≤ 90∘.

The surfaces have a reflectivity spectrum, which is, on one hand, a function of
the angle of incidence and the energy of the incoming photons and, on another
hand, depends on the surface material composition, surface roughness, and other
surface characteristics. Dedicated and specific measurements on real samples are
of great importance for a proper design.

In application to SR reflection in accelerator vacuum chamber, an incoming SR
flux Γin after interacting with a wall surface can be divided in a few parts:

• Absorbed Γa
• Transmitted
• Diffusional reflected, Γd
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Figure 3.2 Reflectivity of a copper mirror (a) as a function of photon energy (E) for a few
incidence angles and (b) as a function of incidence angle (𝜃) for different photon energies.

• Specular reflected, Γs
• Backscattered, Γb

These characteristics were studied in application to accelerators and reported
in a few articles, which are in reasonable agreement and complementary to each
other [4–7].

A diffuse and forward scattered reflectivity at 20 mrad grazing incidence was
studied at BINP (Novosibirsk, Russia) on as-received rolled 316L stainless steel
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and 50 μm co-laminated copper (as-received and oxidised by heating the samples
under vacuum to 300 ∘C and exposing then to air at atmospheric pressure for five
minutes) [6]. The experimental set-up shown in Figure 3.3 consisted of a 34 cm
long and a 55 mm internal diameter beam pipe. Inside this tube, six strips, each
2 cm wide and 30 cm long, were configured such that they formed a hexagonal
shape covering the complete perimeter of the beam pipe. When the experimen-
tal system is aligned with respect to the axis of the SR beam, all photons were
incident on the end calorimeter (CAL in Figure 3.3), allowing to measure full
photon flux and power. In the inclined position, the photon beam was incident at
∼20 mrad along the electrode strip 1; in this case, only forward scattered photons
were able to reach the CAL. The diffused reflectivity was measured with elec-
trode strips 1–6. The results of the study are shown in Table 3.1. One can see that
reflectivity for measured SR power is significantly lower than photon reflectivity,
which indicates that a spectrum of forward scattered photons have less number of
high energy photons, or, in other words, the reflectivity for high energy photons
is lower than for low energy photons. It is also shown that a shiny co-laminated
copper has shown the highest forward scattered reflectivity and the air baking
procedure allows its reduction; however, it is still high compared to as-received
stainless steel sample.

Forward scattering photon reflectivity R was studied at CERN (Geneva,
Switzerland) at critical photon energies 𝜀c of 45 and 194 eV at 11 mrad grazing
incidence [4]. Four copper samples were prepared: (a) 50 mm Cu co-laminated
onto a high-Mn-content stainless steel and annealed under H2 atmosphere
at 920 ∘C for 7.5 minutes; (b) Ex situ air baked at 350 ∘C for 5 minutes; (c) Cu
electrodeposited from a Cu-sulphate bath onto 316LN stainless steel; (d) A Cu
sawtooth structure, 0.5 mm step height and 10 mm periodicity, mounted such
that the photons were incident quasi-normal to the vertical face of the sawtooth.
This surface was studied in three different surface conditions: as-received, baked
at 150 ∘C for nine hours, and baked at 150 ∘C for 24 hours. The sample surface
roughness, Ra, was measured in this study for samples (a)–(c). A summary of
the results for the forward scattering photon reflectivity R is given in Table 3.2.
As expected, the higher the roughness, the lower the forward scattering photon
reflectivity, and the sawtooth sample provides the lowest forward scattering
photon reflectivity values. The reflectivity for photons with 𝜀c = 45 eV is higher
than for photons with 𝜀c = 194 eV (except for the Cu electrodeposited sample).

A detailed study of the photon reflectivity for energies between 8 and 200 eV
was performed at ELETTRA (Trieste, Italy) from industrial materials that could
be used in the construction of the beam screen for the Large Hadron Collider
(LHC) arcs [7]. Figure 3.4 shows the cross-sectional view of the sawtooth struc-
ture performed on the Cu-co-laminated beam screen surface adapted for the
construction of the LHC arcs to intercept the SR at quasi-perpendicular inci-
dence (N. Kos, CERN, private communication). The experimental set-up shown
in Figure 3.4 allows to determine the space distribution of the scattered light by
computer-controlled movements of the detector over the entire space above the
sample with the exception of the small region (close to ΘA = 180∘ and ΦA = 0∘)
(Figure 3.5).



L1

L2

Collimator

Cv Ch

LD1

SR

V1

SS
V2

Pivot
IP+
TP

IP

A

A

P
6 5

4

32

A A

1

LD2

CAL

Figure 3.3 The experimental set-up for reflectivity measurements. Source: Reprinted with permission from Anashin et al. [6], Fig. 1. Copyright 2000, Elsevier.
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Table 3.1 Diffuse and forward scattered reflectivity at 20 mrad grazing incidence on strip 1.

Sample 𝜀c [eV]
Absorption at

incidence
Diffuse

reflectivity
Forward scattered

reflectivity

Absorbed photons [%]
Absorbed
power [%]

Strip 1
Strips 2
and 6

Strips 3
and 5 Strip 4 CAL CAL

Stainless steel
as-received

243 60 1.5 3.5 8.5 22 <2

Cu co-laminated
as-received

245 4.5 0.1 0.1 0.1 95 50

Cu co-laminated
air baked

205 to 113 30 0.3 0.3 0.5 65 20

Source: Adapted from Anashin et al. 2000 [6], Tables 1 and 3.

Table 3.2 Forward scattering photon reflectivity R for SR with critical photon energies of 45
and 194 eV.

Surface
Ra or sawtooth

height Status
R (%) at

45 eV
R (%) at
194 eV

Cu co-laminated Ra = 12 nm As-received 81 77
Cu co-laminated Ra = 64 nm Air baked 22 18
Cu electrodeposited Ra = 1.6 nm As-received 5 7
Cu sawtooth 0.5 mm step

height and
10 mm
periodicity

As-received 2 —
150 ∘C, 9 h 1.3 1.2
150 ∘C, 24 h 1.3 1.2

Source: Adapted from Baglin et al. 1998 [4], Table 1.

~40 μm

~500 μm~500 μm

Figure 3.4 A cross-sectional view of the sawtooth structure produced for the construction of
the LHC beam screens. Source: Courtesy to Nicolas Kos (CERN, Geneva, Switzerland).

Photons impinged onto the sample with 26 mrad incidence angle with
𝜀c = 44 eV. The photon reflectivity as a function of the azimuthal position ΘA of
the detector on the scattering plane is shown in Figure 3.6. In the case of the flat
Cu surface, most (80%) of the reflected light is collected by the detector when
placed around the geometrically defined specular (i.e. forward) direction, a very
small part of the incident light is back reflected or diffused (<2%), and 18% of the
incoming light is absorbed on the sample. In the case of the sawtooth sample,
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Figure 3.5 Schematic view of the experimental set-up showing the degrees of freedom for
the positions of the sample and of the photon detector. Source: Reprinted with permission
from Mahne et al. [7], Fig. 1. Copyright 2004, Elsevier.

Figure 3.6 Measured
reflectivity, on the scattering
plane, from a flat Cu sample
(empty bars) and from the
sawtooth sample (filled bars).
Source: Reprinted with
permission from Mahne et al.
[7], Fig. 2. Copyright 2004,
Elsevier.
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the forward scattering is reduced to only about 4%, the total reflectivity over the
entire space is around 10%, and thus 90% of the incoming light was absorbed on
the sample (see Table 3.3).

In order to determine the spectral composition of the reflected light, measure-
ments have been performed with monochromatic light in the range of energies
8–200 eV. Figure 3.7 shows the results for forward, backward, and diffuse scat-
tering for the flat Cu and sawtooth samples. For the flat Cu sample, the forward
scattered reflectivity reduces from ∼98% at 10 eV to ∼78% at 27 eV and remains
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Table 3.3 Measured values of the forward scattering, back scattering, and
diffused light expressed in percentage of the incoming light.

Flat sample Sawtooth sample

Forward scattering (%) 80 4
Back scattering (%) 0 2
Diffused (%) 2 4
Total reflected (%) 82 10

Source: Reprinted with permission from Mahne et al. [7], Table 1. Copyright
2004, Elsevier.
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Figure 3.7 Reflectivity of the
measured flat and sawtooth
Cu surface versus impinging
monochromatic photon
energy between 8 and
200 eV. Source: Reprinted
with permission from Mahne
et al. [7], Fig. 3. Copyright
2004, Elsevier.

approximately the same up to a maximum measured energy of 200 eV, most of the
diffused scattered photons were detected for energies 8–25 eV, and backscattered
photons are negligible. For the sawtooth sample, the forward scattered reflectiv-
ity increases between 10 and 30 eV and remains approximately the same as at
10eV in the range of energies 40–200 eV; most of the diffused and backscattered
photons were detected for energies 8–25 eV.

The presented results highlight the importance to consider the reflectivity of
the SR irradiated surface when studying photon stimulated desorption (PSD):

• Up to 95% of incident photons can be forward scattered; thus calculated PSD
yields from the experimental measurements may be underestimated by up to
a of factor 20 if forward scattered reflectivity is not considered.

• Up to 18% of incident photons can be diffuse scattered. These photons irradiate
the parts of vacuum chamber that are not irradiated by direct SR and cause PSD
and PEY (photoelectron yield) in the locations that are in a shadow from direct
SR.
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Figure 3.8 Reflectivity of flat
Cu surface versus impinging
monochromatic photon
energy between 130 and
1600 eV for various incidence
angle, Θ, and emission angle,
Θdet. Source: Reprinted with
permission from Schäfers
and Cimino [8], Fig. 10.
Copyright 2013, CERN,
Geneva, Switzerland.
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When increasing the photon energies and the incidence angle, the reflectivity
decreases due to longer penetration depth. Figure 3.8 shows the reflectivity mea-
sured for a flat LHC Cu sample for monochromatic photon energy up to 1600 eV
for various incidence angle, Θ, and emission angle Θdet [8, 9]. At grazing angle
(1.5∘), the reflectivity is the largest. It decreases while decreasing the incidence
angle. Absorption k-edges of C and O surface contaminants at 284.4 and 543.1 eV
are clearly visible. Also observable is the Cu L3-edge at 932.7 eV from the bulk of
the sample. The reflectivity of a material is therefore sensitive to the bulk, the
surface contaminants, and its roughness.

The effect of the incidence angle of the SR on the vacuum chamber wall is there-
fore extremely important and deeply influences the design of vacuum systems.
SR machines have an antechamber type design with an absorber located at the
pipe end to cope for large heat loads, e.g. ESRF, SOLEIL, and ALBA. The LHC
has a sawtooth structure located in the equatorial plane to adsorb the photons.
Future colliders, under study, are also based on these proven absorbers and saw-
tooth technologies and could also exploit, for the first time, the high reflectivity
property of some materials when irradiated at grazing angle [10].

3.2 Photoelectron Production

Under SR irradiation, free electrons can be emitted from a metal surface due
to photon–electron emission (PEE) effect. Photoelectrons are emitted when the
photon energy is larger than the energy separation between the top of the valence
band and the vacuum level.

3.2.1 Total Photoelectron Yield

The production of photoelectrons is characterised by the (total) PEY, which is the
amount of photoelectrons emitted by incident absorbed photons.
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In circular machines, since the SR is irradiating the vacuum chamber surface at
grazing angle (from one to a few tens of mrad), a significant part of the incident
photon reflects in the specular direction. Thus, photon reflectivity measurements
of tubes are usually associated with photoelectron measurements. In a very sim-
ple formalism, the PEY per absorbed photon, PEY*, is derived from the measured
PEY, and forward reflectivity, R, by Eq. (3.1):

PEY∗ = PEY
(1 − R)

(3.1)

Obviously, this approach is a very simplistic view of the underlying mechanism
of interaction between a photon and a surface. Indeed, the reflectivity of photons
on materials is a strong function of the incidence angle and the photon energy [5].
However, this simple approach has the following advantage that it can easily be
implemented in any machine and does not require access to specific SR beamlines
with appropriate photon spectrum and allocated dedicated beam time.

Figure 3.9 shows a schematic of an experimental set-up used to measure
photon-stimulated molecular desorption, PEY, and photon reflectivity in the
CERN Electron Positron Accumulator (EPA) [4]. First, the system is put in a
straight through position, and a photoelectron current, directly proportional to
the incoming photon flux, is measured at the end collector, which is negatively
biased to −60 V to repel the photoelectrons. Second, the experimental chamber
is tilted in a position in which the SR photons irradiate the chamber at a grazing
angle (11 mrad in this case). A photoelectron current is then also recorded
on the end collector. Since the specular reflected photons irradiates the end
collector at a quasi-perpendicular angle, the ratio of the current measured in
the second situation to the current measured in the first situation is a measure
of the forward reflectivity, R. In order to collect the photoelectrons produced
on the side of the vacuum chamber, a 200 mm long wire is stretched inside
the vacuum chamber and polarised up to 1 kV. The measured current is a
function of the applied voltage onto the wire: the larger the voltage, the larger
the photoelectron current due to larger volume of collection. The collection
volume can be computed with a software solving electromagnetic equations.
For the set-up shown in Figure 3.9, the collection length was estimated to be
∼500 mm at 1 kV. This value was estimated from a measurement done with a
specific vacuum chamber equipped with sawtooth intercepting the SR light in
quasi-perpendicular incidence. The measurement result, normalised to the end
collector photoelectron current, allowed computing the collection length.

Table 3.4 gives a compilation of forward reflectivity and PEY per absorbed pho-
tons obtained with the above set-up. The values are measured with a SR spectrum,
which is mainly in the UV range, namely, with 45 and 194 eV critical energies
(it is recalled that ∼90% of the emitted photons by the SR mechanism have an
energy below the critical energy). In the UV range, typical values of PEY* at graz-
ing angle is rather constant in the range of 0.1 e−/photon. Conversely, the forward
reflectivity is a strong function of the nature and the geometry of the surface.

In the X-ray range, for smooth copper irradiated with SR of 4 keV critical
energy, the forward reflectivity is 33% and the measured photon electron yield
per absorbed photon equals 0.43 e−/photon [11]. For baked aluminium, the
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Figure 3.9 Schematic of a synchrotron radiation beamline for the measurement of
photon-stimulated molecular desorption, photon reflectivity, and photoelectron yield in the
CERN Electron Positron Accumulator (EPA). Source: Baglin et al. 1998 [4], Fig. 1. Reprinted with
permission of CERN.

Table 3.4 Forward scattering photon reflection and photoelectron yield for materials
subjected to SR at 11 mrad grazing angle with 45 and 194 eV critical energies.

45 eV 194 eV

Material Status R (%) PEY* (e/ph) R (%) PEY* e−/photon
Al Unbaked — 0.11 — 0.32
Cu smooth Unbaked 81 0.11 77 0.32

Air baked 22 0.10 18 0.18
Cu electrodeposited Unbaked 5 0.08 7 0.08
Cu sawtooth Unbaked 8 0.03 7 0.04
Ti–Zr Unbaked 20 0.06 17 0.08
Ti–Zr Activated at 350 ∘C 20 0.02 17 0.03

Source: Baglin et al. 1998 [4]. Reproduced with permission of CERN.

forward reflectivity is 20% and the measured photon electron yield per absorbed
photon equals ∼2× 10−3 e−/photon [12].

When bombarding the technical surfaces with photons, a conditioning is usu-
ally observed. However, as opposed to molecular desorption yields, which can
decrease by several orders of magnitude, the PEY* is much less reduced. This is
illustrated in Figure 3.10 where the PEY per absorbed photon as a function of
photon dose of SR with 194 eV critical energy is shown [13]. The sample is an
LHC beam screen prototype made of Cu co-laminated onto stainless steel with a
sawtooth structure. As shown in Figure 3.4, the sawteeth have steps of the order
of 40 μm height with 500 μm pitch in such a way that the photon irradiates the
sample in a quasi-perpendicular incidence. During the conditioning process, the
PEY* is reduced by about a factor of 2. However, in the meantime, the forward
reflectivity remained unchanged. A similar observation was made under the same
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Figure 3.10 Photoelectron yield per absorbed photon of a Cu co-laminated with sawtooth
surface as a function of SR photon dosed with 194 eV critical energy. Source: Reprinted with
permission from Baglin et al. [13], Fig. 2. Copyright 2001, CERN, Geneva, Switzerland.

experimental circumstances when irradiating a Cu-co-laminated surface without
a sawtooth structure.

3.2.2 Effect of the Photon Energy

The SR spectrum extends from infrared to UV, X-rays, or even 𝛾-rays for large
lepton colliders. Thus, the measured PEY* value presented above is the sum of the
contributions of photons bombarding the vacuum chamber wall with energies
ranging from meV to keV or even MeV. Increasing the photon energies causes
several effects:

• A larger photon penetration depth means that electron excitation happened at
larger distances from the surface.

• More photoelectrons are produced per impact photon.
• The Compton electron scattering for MeV range photons.

A closer look to the impact of photons on technical surfaces can be done with
top-class instrumented beamlines installed at SR facilities. This is briefly intro-
duced as follows.

Figure 3.11 shows an example of possible information, which can be obtained
for such systems [5]. The figure shows the photoelectron energy distribution
curves of evaporated gold when irradiated at 45∘ by photon with energies from
20 to 110 eV covering the UV spectrum range. The curves have been vertically
shifted for clarity. In this photon range, most of the photoelectrons have energies
below 10 eV. Only a few parts of the emitted photoelectron, ∼0.1–1%, have larger
energy.

The photoemission process is surface sensitive and probes the metallic sur-
face within the nanometer range. Photons can directly interact with the solid
and eject core electrons or valence band electrons from it. Therefore this process
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Figure 3.11 Photoelectron
energy distribution curves of
Au for photon energies in the
range 20–110 eV. For clarity,
the curves have been
vertically shifted. Source:
Cimino et al. 1999 [5], Fig. 3.
https://journals.aps.org/prab/
abstract/10.1103/
PhysRevSTAB.2.063201.
Licensed under CC BY 3.0.
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is widely used in surface science to evaluate the surface contamination of any
material by X-ray photoelectron spectroscopy (XPS). The kinectic energy of the
photoemitted electrons is simply given by the incoming photon energy minus
the binding energies of the electrons minus the work function energy. In our
example, the work function energy for clean polycrystalline gold is well known
and equals 5.1 eV. Thus, only photons with energies above this value can initiate
PEE from gold. Typical values of work function for technical materials range from
4 to 6 eV. Besides these electrons emitted from valences bands, core levels, etc.,
which are of paramount importance for the surface scientist, there is a class of low
energy electrons present in any photoemission spectra: the secondary electrons.
These electrons are due to the absorption of the photon within the solid creating
electrons that can diffuse into it, while losing their energy by inelastic collision
producing a cascade of secondaries. Secondary electrons, which are produced
within 3–5 nm from the surface, are emitted from the material. As shown, they
exhibit a characteristic energy distribution, which can be fitted by a Lorentzian.
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Figure 3.12 Photoelectron energy distribution curves of an LHC-type beam screen material
for different surface treatments when irradiated with monochromatic photons of 30 eV.
Source: Cimino et al. 1999 [5], Fig. 5. https://journals.aps.org/prab/abstract/10.1103/
PhysRevSTAB.2.063201. Licensed under CC BY 3.0.

Apart from the incoming particle, these secondary electrons have the same origin
from the material due to electron bombardment (see Chapter 8).

Due to the nature of the surface, evaporated gold, the spectra shown above
are stable in time. But technical surfaces, which are building parts of accelerator
machine, behave differently. This is illustrated in Figure 3.12 where the photoelec-
tron energy distribution curves of Cu co-laminated on stainless steel when irradi-
ated with monochromatic (30 eV) photons are shown for different surface treat-
ments. As-received Cu exhibit a high and narrow peak of secondary electrons
with less than 2 eV. SR irradiation with ‘white light’ (WL) reduces and broaden
the secondary electron peak. Ion bombardment (sputtering) remove the contam-
inants from the surface (in the 16–20 eV region) resulting in the appearance of
the so-called Fermi edge at ∼24 eV, signature of the cleanliness of the sputtered
sample [5].

In a synchrotron machine, the vacuum chamber wall is irradiated by SR. The
emitted photons have energies that cover the UV and X-ray (and even 𝛾-ray for
a Large Electron–Positron Collider [LEP] type machine) range, referred here as
WL. The resulting photoemission spectra is therefore the sum of monochromatic
spectra similar to the one in Figure 3.11. Figure 3.13 shows the modification of the
photoelectron energy distribution curves of a technical material when subjected
to WL photon irradiation in the UV range [5]. As shown, apart from stable sur-
faces such as evaporated gold (Au), the photon irradiation strongly modifies the
photoelectron energy distribution. In a general manner, the secondary electron
peak (below ∼5 eV) is reduced and broadened. However, the peak shape differs
from one sample to another, which might, consequently, strongly impact phe-
nomena that depend on the vacuum chamber wall properties, for instance, the
build-up mechanism of the electron cloud (see Chapter 8).
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Figure 3.13 Modification of the photoelectron energy distribution curves of some technical
materials under ‘white light’ photon irradiation in the UV range. Cu sputtered (Cu-sp), Cu
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3.2.3 Effect of the Incidence Angle

When reducing the incidence angle, the photoelectrons are produced very close
to the surface, thus increasing the PEY per absorbed photons. This is illustrated in
Figure 3.14 where the total PEY for several incidence angles, Θ, is plotted versus
monochromatic photon energy in the range 130–1600 eV.

The total PEY increases by about a factor of 2 when reducing the incidence
angle from 10∘ to 3∘. Similarly to Figure 3.8, the photo-absorption edges, charac-
teristic of the surface, are visible: C at 284.4 eV, O at 543.1 eV, and Cu at 932.7 eV.
The production of photoelectron is therefore a strong function of the surface state
and cleanliness.
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4.1 Residual Gases in Vacuum Chamber

Residual pressure and composition of gas in a closed vacuum volume connected
to a working vacuum pump depend on initial conditions, flow rate of gas coming
into a vacuum chamber, and layout of vacuum systems. In this chapter we will
focus on the origins of gas molecules in vacuum chamber and how they can be
inhibited or reduced.

The following are origins of residual gas in a vacuum chamber (see Figure 4.1):

– Gas from outside atmosphere
⚬ Atmospheric gases that remains in a vacuum chamber during or after

pumping down.
⚬ Vacuum leaks at flanges, welds, cracks, valves, and other joints and seals.
⚬ Trapped volume and virtual leaks.

– Gas injection
– Evaporation of liquids left in a vacuum system
– Back-streaming from the vacuum pumps

Outgassing and induced desorption from vacuum chamber walls and
in-vacuum components
⚬ Thermal outgassing that includes the following processes:

◾ Gas permeation from outside atmosphere through the vacuum chamber
walls.

◾ Gas diffusion from the bulk of the vacuum chamber walls and in-vacuum
components.

◾ Atomic diffusion on the surface and recombination into molecules.
◾ Desorption of gas molecules from the surface.

⚬ Gas desorption induced by bombardment (irradiation)
◾ Photon-stimulated desorption (PSD)
◾ Electron-stimulated desorption (ESD)

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 4.1 Mechanisms contributing to residual gas in a vacuum chamber.

◾ Ion-stimulated desorption (ISD) and heavy ion-stimulated desorption
(HISD).

◾ Other particle-induced gas desorption.
⚬ Outgassing due to mechanical movements, stress, and deformation.
⚬ Products of chemical reactions.

New vacuum chambers are usually manufactured, stored, exposed, and
assembled in atmospheric air. Major constituents of dry air are nitrogen (78% in
volume), oxygen (21%), and argon (0.9%); see Table 4.1. The actual air also
includes water vapour. The amount of water vapour depends on geographical
region and current weather, varying from nearly zero to about 5%.

Initial pump down removes most of this gas out of an interior of a sealed vac-
uum chamber. Presence of atmospheric gases after sufficient pumping time is an
indication of a likely atmospheric leak(s). Other sources of atmospheric residual
gases are as follows:

– Trapped volume, i.e. a small volume inside a larger vacuum chamber that has
insufficient vacuum conductance to pumping; for example, a volume between
two contacting parallel flat surfaces, a bolt and a tapped hole, etc.

Table 4.1 Gas composition (highest at the top) in atmosphere and in different
vacuum chambers.

Atmosphere
(at sea level)

Unbaked
vacuum
chamber

Baked
vacuum
chamber

NEG-coated
vacuum
chamber

At cryogenic
temperatures
(1–80 K)

N2 (78%) H2O H2 H2 H2

O2 (21%) H2 CO CH4 CO
Ar (0.93%) CO CO2 CxHy CH4

CO2 (0.04%) CO2 CH4 CO CO2

H2O (0.1–5%)a) CH4 CxHy

a) H2O concentration is not included in the above dry atmosphere.
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– Porous material, i.e. when a very porous material is presented in a vacuum
chamber, the pressure is determined by its outgassing from its large practical
surface area and insufficient vacuum conductance (like trapped volume).

– Valves between atmosphere and vacuum that do not fully close or leak.

It is self-evident that air leaks above the detection limit of helium leak detectors
need to be eliminated before further steps are applied. In the absence of vacuum
leak, trapped volumes or gas injection into the vessel, the residual gas compo-
sition in a ultra-high vacuum (UHV) system is very different from atmospheric
gas composition. In unbaked vacuum systems, partial pressure is dominated by
water. After bakeout the water is usually eliminated and residual gas compo-
sition consists mainly of hydrogen, as demonstrated in Table 4.1, then carbon
monoxide, and carbon dioxide. No concentration values or ratios between these
values can be shown for vacuum chambers in general case. The gas composi-
tion is varied depending on many factors: choice of material, initial condition,
cleaning procedure, bakeout, pumping system design, type of pumps, vacuum
chamber temperature, the intensity and accumulated dose of photon, electron or
ion bombardment on the surface, and many others.

In the following parts of this book, we will focus on the main trends in
behaviour of a vacuum chamber of particle accelerators under different
conditions in the absence of vacuum leak.

4.2 Materials Used for and in Vacuum Chambers
and Built-In Elements

The main purpose of any vacuum chamber wall is to separate the air atmosphere
from the inner pumped volume and at the same time to give it strength and rigid-
ity to prevent its own collapse or significant deformation due to atmospheric
pressure. Depending on the demands for the ultimate achievable pressure range,
the wall can be made of any nonporous material that enables machining of parts,
their joining, and tight sealing.

One of the most basic demands is low vapour pressure in the whole tempera-
ture range of operation. For most inorganic materials with a high melting point, a
vapour pressure is very low and does usually not represent a relevant contribution
to the ultimate achievable pressure. This is not true for many good engineering
materials where in the manufacturing process many volatile additives remained
in the bulk. Consequently, the ultimate pressure is often governed by outgassing
of these gases for the most time of vacuum system operation.

The main requirement for accelerators to operate most of the time in the
low UHV range greatly reduces the selection of suitable materials that can
fulfil the main demand: very low specific outgassing rate q, expressed in Pa⋅m/s
in SI units (or widely used units of mbar l/(cm2⋅s)). Requirement for low q in
accelerators is even more stringent than in large UHV vessels because in long
beam pipes it is difficult to realise adequate pumping speed per unit area due
to limited vacuum conductance. Moreover, even when applied materials are
well selected, there is another stage of processing and cleaning, which must



82 4 Sources of Gas in an Accelerator Vacuum Chamber

be realised correctly; otherwise machined parts may still exhibit unacceptably
high q. This main requirement for low q is obvious for all elements assembled
into a complex UHV system. Most of engineering techniques to achieve the low
q in accelerator field overlap with general techniques in other UHV and XHV
(extreme high vacuum) fields.

The most common materials used for vacuum chamber are stainless steel,
aluminium alloys, and oxygen free copper. Some other materials are less com-
mon or used for special purpose: ceramic elements for electrical isolation and
feedthroughs, ceramic vacuum chambers where it should be electrically non-
conductive, titanium-based alloys for vacuum chambers and components as a
low residual radioactivation material, and some other materials. Glass is used
to be the main material in vacuum studies and applications for quite long. It
has very good vacuum properties but it has a serious disadvantage: it is fragile.
Presently, glass is mainly used for so-called view ports and for some components
where its transparency and electrical non-conductivity are essential.

New or uncommon material can also be used for accelerator vacuum chambers
or their components because they may be irreplaceable in analytical beam-end
work chambers and preparation chambers due to their specific properties that
are essential for the devices. They are used for special purposes and need to be
assembled before application into a specific component. It is critically important
to check that those materials meet UHV/XHV specification. There are materials
that are not compatible with UHV/XHV because of high outgassing rate and/or
desorbing of gas species with high molecular mass, such as hydrocarbons, organic
molecules, some chemically active molecules, etc. Such materials cannot be used
for and in the particle accelerator vacuum chambers. There are good references
of materials used in vacuum [1–3]. Below some most common materials for using
in accelerator vacuum systems are described.

4.2.1 Stainless Steel

Special grades of stainless steel are the most often applied for construction of
UHV systems, i.e. chambers, components, and built-in elements, as holders,
manipulators, etc. As there are many metallurgical grades of steels specified
mainly by chemical composition, various designations exist in different parts
of the world, related to various national or international designations. As most
relevant scientific and technical papers deal with North American convention
system introduced by American Iron and Steel Institute (AISI), it is applied in
this text. Conversion of specific designation into any of national designation
system is readily found in conversion tables. Two designation types that are most
widely applied in relation to UHV are austenitic stainless steel: AISI 304 and
AISI 316. Their chemical composition is determined by three main constituents,
chromium, nickel, and iron, while impurities must be kept within prescribed
limits. The composition of AISI 304 (in wt%) is as follows: Cr 18–20, Mn< 2, Ni
8–10.5, C< 0.08, P< 0.045, S< 0.03, Si< 1, Fe balance. The composition of AISI
316 is as follows: Cr 16–18, Ni 10–14, Mo 2–3, Mn< 2, Si< 1, C< 0.08, P< 0.04,
S< 0.03, Fe balance.
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Adding a suffix letter ‘L’ means low carbon content to prevent chromium
carbide causing poor corrosion resistance, and ‘N’ means nitrogen addition
for higher mechanical strength and corrosion resistance. Both elements play
an important role in mechanical and thermal stability. AISI 316LN – whose
composition is Cr 16–18, Ni 10–14, N 0.1–0.16, Mo 2–3, Mn< 2, Si< 1, C< 0.03,
P< 0.045, S< 0.03, Fe balance – is the most often used material in UHV systems
even if low carbon and high nitrogen do not represent a noticeable role in
relation to UHV.

The main attribute, which makes it so useful in several other applications, is
its corrosion resistance in the air up to 400 ∘C. The barrier, which blocks further
oxidation and chemical reactions, is a dense and stable Cr oxide layer. Other
excellent properties that are advantageous compared to other metals are simple
welding by standard techniques and being non-magnetic, chemically inert, and
relatively cheap. It should be noted that even the authentic stainless steel can
become magnetised by processes such as cutting, bending, and welding. AISI 304
is easier to be magnetised than AISI 316. And nitrogen-doped stainless steel with
suffix letter ‘N’ is more difficult to be magnetised. The perfect non-magnetism is
sometimes required for the beam pipes because even a little magnetisation can
distort the magnetic field to control the beam orbit. In such case, annealing for
demagnetisation, which is a heat treatment at suitable temperature, is performed
after all processes. To further improve the mechanical properties during the cold
work and to expel the excess of hydrogen, a vacuum re-melting phase is a com-
mon procedure in modern metallurgy to improve these two steels further. After
this phase, the content of hydrogen is low enough for safe rolling and mechanical
reshaping, which could otherwise lead to hydrogen embrittlement. Unfortu-
nately, even if hydrogen concentration for metallurgical application is acceptably
low, it is still high for UHV as it generates a stable and virtually perpetual q.

Apart from these two grades of austenitic stainless steel, recent report on fer-
ritic stainless steel such as AISI 430 and other metals with higher permeability
opens an interesting new approach for vacuum material due to their preferable
magnetism characteristics [4, 5]. Namely, in accelerators, beam pipes made of
metals with high magnetic permeability are sometimes very useful to shield the
unnecessary stray magnetic field from near magnet. Depending on the magnetic
field to be shielded and the thickness of the metals, AISI 430, carbon steel, or
nickel–iron alloy like permalloy (Ni80Fe20) are the candidates. Vacuum firing is
effective both to reduce the source of gas in the bulk and to demagnetise.

4.2.2 Aluminium Alloys

Aluminium alloys are often used for vacuum system design, such as a vacuum
chamber, a gasket, a rotor of turbo-molecular pump, electrode, and so on.
Attractive characteristics of aluminium alloys are the low outgassing, high
electrical thermal conductivity, non-magnetism, good material workability, and
low density or lightness. A very low q is expected, which follows from two facts:
low hydrogen solubility and very low alumina permeability. It is known that
alumina is one of the best hydrogen diffusion barriers and it is instantly formed
on aluminium surface. High thermal conductivity of aluminium alloys enables
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easier and more uniform heating even when the heat is not delivered uniformly.
Especially in synchrotrons, thermal conductivity has very important charac-
teristics. With high thermal conductivity, heat generated in the beam pipes by
synchrotron radiation (SR) rapidly diffuses. Therefore, local temperature rise
can be prevented. Aluminium alloys are also easily formed to a beam pipes with
a complex cross section by extrusion process. However, tungsten inert gas (TIG)
welding of aluminium alloys is not as easy as stainless steel, because local heating
is difficult due to the high thermal conductivity. Therefore, electron beam
welding is often used. The low residual radioactive characteristics, which means
the dose rate after irradiation by the high energy particle reduces more rapidly
than other metals, is another very attractive characteristic of an accelerator
vacuum material.

A number of aluminium bases alloys are widely used presently: Al–Cu (2000
series), Al–Mg (5000 series), Al–Mg–Si (6000 series), and Al–Zn–Mg (7000
series). Most of these alloys consist of more than 90% Al and less than 10% other
materials. For example, widely used Al–Mg alloy 5052 is based on 97% Al, 2.5%
Mg, and 0.25% Cr. In the TRISTAN vacuum system, 6063 and 2219 alloys are
used for the beam pipes and the flanges, respectively [6].

Similar outgassing rate to stainless steel is obtained for aluminium alloys. The
outgassing rate of 10−6 to 10−7 Pa⋅m/s after 10 hours pumping without baking
and 10−10 to 10−11 Pa⋅m/s with bakeout at 150 ∘C for about 24 hours are reported
[7, 8]. Bakeout temperature for the aluminium alloy is limited to 150 ∘C at a max-
imum due to the depression of the mechanical strength.

Special attention is necessary in the extrusion process for beam pipes because
the active surface at high temperature is covered with a porous aluminium
oxide–hydride film, which traps machining oil components. In the TRISTAN,
special extrusion in oxygen and argon atmosphere was performed to form the
stable clean oxide layer in the aluminium surface [6].

4.2.3 Copper and Its Alloys

Copper is often used for vacuum material in an accelerator as, for example, beam
pipe, electrode, current feedthrough, RF contact, cooling water pipe, beam pipe,
and gasket. Advantages of the copper are high electric and/or thermal conductiv-
ity, non-magnetism, low q, and effective radiation shielding property due to the
high density. One of the disadvantages is the difficulty for welding due to high
thermal conductivity; thus electron beam welding is usually necessary. Other dis-
advantages are the necessity of joint between copper beam pipe and stainless
steel flange, the heaviness, etc. Oxygen-free high conductivity copper (OFHC),
especially C10100 with minimum 99.99% copper and maximum 0.0005% oxy-
gen and C10200 with minimum 99.95% copper and maximum 0.001% oxygen
are widely used. There are several types of oxygen-free copper with different con-
tained amounts of oxygen and hydrogen owing to the process of manufacture.

Many types of copper alloys exist to compensate for copper’s weak point, low
strength. Beryllium copper, which is a copper alloy with 0.5–3% beryllium, has
high mechanical strength. Thus, it is widely used, for example, as RF fingers in
bellows in an accelerator to make a smooth pass for beam image current.
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Other strengthened copper alloy is oxide dispersion strengthened (ODS)
copper, commercially known as Glidcop®. Dispersed 0.3–1.1 wt% aluminium
oxide ceramic particles play a role to increase the mechanical strength more
than twice of pure copper. Large Hadron Collider (LHC) collimator is a recent
example, which used Glidcop in an accelerator.

4.2.4 Titanium and Its Alloys

Titanium and its alloys for specific vacuum chambers and components have
become attractive materials for vacuum chamber along with stainless steel,
aluminium alloys, and copper alloys, because of the corrosion-resistant and
low q characteristics. These characteristics owe the stable surface oxide layer.
Titanium and its alloys have good material workability such as cutting, bending,
and welding between titanium. They also demonstrate non-magnetism. Thermal
conductivity and electrical resistivity of titanium are the same order as those of
stainless steel, while the thermal expansion coefficient of titanium is almost half
of the stainless steel. Therefore, the titanium is also used for the joint metal for
alumina ceramics, as described in the next section. Because the titanium is also
a low radioactive material, the pure titanium is used as a standard material for
beam pipes, bellows, and inner RF shields in a high-power proton accelerator [9].
Titanium alloys such as Ti–6Al–4V is sometimes used for flanges to compensate
the lower mechanical strength of the pure titanium than stainless steel.

There is another application of pure titanium in UHV practice, applying it for
sublimation pumps. As hydrogen solubility in titanium is high, freshly evaporated
films exhibit high pumping speed until the concentration approached the equi-
librium. In a real case, the capacity depends on other gas species simultaneously
pumped by the film.

4.2.5 Ceramics

Ceramics is a collective term for sintered compacts of inorganic compounds
such as oxide, carbide, nitride, and boride. Crystalline ceramics fall roughly
into two categories, oxide and non-oxide ceramics. Oxide ceramics includes
alumina: Al2O3, sapphire, which is a single-crystal alumina, steatite (MgO⋅SiO2),
zirconia (ZrO2), magnesia (MgO), and ferrite, whose main component is ferric
oxide. Non-oxide ceramics includes silicon nitride (Si3N4), silicon carbide (SiC),
boron nitride (BN), and aluminium nitride (AlN). Machinable ceramics, such
as MACOR® or Photoveel®, is another category of ceramics. Although a glass
has several same manufacturing steps as crystalline ceramics, it is not often
classified in the ceramics due to being non-crystalline and amorphous.

Alumina is the most widely used ceramics for a vacuum material in accelera-
tors due to better electrical insulating property, hardness, low q characteristics,
and cost. Alumina is used as feedthrough, support for heaters, insulation spacer,
beam pipe, and RF window. The higher the purity of alumina, the better the
insulating properties and the mechanical properties, and, furthermore, the
lower the helium permeability. Metallisation brazing is a widely applied method
for metal–ceramics tight bonding. Metallisation of ceramics requires several
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sophisticated manufacturing steps at high temperature and in pure gases or in
a high vacuum. Mo–Mn metalising method is widely used for alumina. The
metal, which has similar thermal expansion coefficient to alumina is used for the
bounding metal to reduce the stress during brazing. Kovar®, whose composition
(in wt%) is Ni 29, Co 17, Si 0.2, Mn 0.3, Fe balance, is widely used. Attention is
needed when Kovar is used in an accelerator because it has magnetism. Recently
in a high-power proton accelerator, titanium is used as the jointed metal between
alumina beam pipe and metal flange because of its non-magnetism, similar
thermal expansion coefficient to alumina, and the low radioactive characteristics
[10]. Brazing using active metal is also applied for direct bounding of alumina
and metal. The advantage of the active metal brazing is that the metalising
process can be omitted.

In many accelerators, alumina beam pipes are used to prevent the induced cur-
rent, which would be generated in the case of metals by rapid change of magnetic
flux and causes the temperature rise of the chamber and distortion of the mag-
netic field [11, 12]. Alumina is also used for the RF window, which is transparent
for the high-power RF voltage for particle acceleration with separating the atmo-
sphere and UHV. Because alumina generally has high secondary electron yield,
high voltage or electron impact in vacuum would cause an electrification and
induce a creeping discharge. Especially in the high-frequency electric field, elec-
tron avalanche due to multipactor effect would break the RF window. In such
case, coating on the alumina surface to reduce the secondary electron yield such
as titanium nitride (TiN) and attention that emitted electron does not inject to
the alumina surface are necessary.

4.2.6 Other Vacuum Materials

There are still a lot of other materials used in an accelerator vacuum, which
were not covered above, such as graphite (used, for example, as beam stopper,
beam collimator, or heater in vacuum), ferrite (as core of fast pulsed magnets
like kicker), silicon steel (as many magnetic cores), and so on.

Glass and elastomer should be mentioned because they are used in many accel-
erators even though seldom nowadays.

Glass used to be the main material in vacuum studies and applications for quite
a long time from late nineteenth century until mid of twentieth century. There
are several grades of glass and many of them have acceptable properties related
to UHV. Unfortunately, all of them have a serious engineering disadvantage:
fragility. Besides this, shaping of glass by heat requires special engineering skills.
Glass can be joined only to a few selected metals, which must be matched to
the thermal expansion coefficient of a particular glass type. Nowadays, glass
is mainly used for so-called view ports and for some components where its
transparency or electrical insulation is essential. By sophisticated thermal
procedures, specific glass types are tightly joined first to a thin oxidised specific
metal element with matched thermal expansion coefficient. The other side
of the thin-walled element is welded to standardised austenitic stainless steel
flange. By using a similar sealing principle to glass view ports, elements for
electromagnetic radiation transmission into UHV can be designed. There are
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requests for a wide band or some specific narrow spectral range, which can be
fulfilled by other non-glass materials such as sapphire, zinc oxide, germanium,
diamond, beryllium, and some other exotic materials. Sealing of these materials
to metal flange is made by gold, silver, or any soft metal. As all these elements
are designed for UHV, they withstand elevated temperature treatments and the
achieved final outgassing rate is low.

Among the polymers, elastomer is the most popular vacuum material because
it is used as demountable gasket and O-ring. Fluoroelastomer and perfluoroe-
lastomer as represented by Viton® and Karretts®, respectively, are widely used
in HV and UHV regions. They can be baked out at about 150 ∘C to obtain low
q. Special care is needed for storage after bakeout because elastomer has water
absorption characteristics. In addition, elastomer has much larger permeability
than metals. From these reasons, in modern accelerators, where XHV is required
to achieve high beam power or low beam emittance, metal seals is preferred to
elastomer seals.

4.3 Thermal Outgassing

All materials, which are used to build vacuum chamber and vacuum components,
desorb gas into the vacuum system. Thermal desorption is a spontaneous process
of releasing of gas molecules from the materials into vacuum. Thermal outgassing
means that a number of thermally desorbed molecules is greater than a number of
reabsorbed ones or, in other words, that a number of molecules leaving a surface
of a material in vacuum is greater than a number of molecules arriving at and
adsorbing on the surface. Thermally desorbed molecules mainly consist of two
things [13]:

1. Molecules diffusing through the bulk material of a vacuum chamber, entering
the surface and desorbing from it.

2. Molecules, which have been adsorbed previously, that desorb again, when the
chamber is pumped to vacuum.

As listed first in this chapter, the thermal outgassing can be divided to the
following processes:

– Permeation of gas species from outside atmosphere through the bulk material
of the vacuum chamber towards the vacuum sided surface.

– Diffusion of gas species contained in the bulk of the vacuum chamber material
towards the vacuum sided surface.

– Diffusion and recombination of molecules on the surface.
– Desorption of gas molecules from the surface.
– Desorption of gas molecules that were (re-)adsorbed on the surface (initially

or after the air venting).
– Desorption of products of chemical reaction on the surface (for example,

generation of hydrocarbons on metal surfaces).

In this section, mechanism of thermal outgassing and thermal outgassing rate
of vacuum materials are described.
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4.3.1 Thermal Outgassing Mechanism During Pumping

In the absence of vacuum leaks, trapped volumes, or gas injection into the vessel,
the pumping process of the unbaked system from atmospheric pressure is divided
into two main processes. The first process is pumping of gases, with which the
vacuum chamber was initially fulfilled with, for example, atmospheric gases or
pure nitrogen. The other process is pumping of gases, which are outgassing from
the vacuum chamber inner walls. This process includes the surface desorption,
bulk diffusion, and permeation. The pressure P(t) in the vacuum chamber at the
time t is written as

P(t) = P0 exp
(
− S

V
t
)
+ Q(t)

S
, (4.1)

where P0 is the initial pressure (for example, an atmospheric pressure), S is effec-
tive pumping speed, V is a chamber volume, and Q(t) is a thermal outgassing
rate from the vacuum chamber inner walls at a time t. In the real case, the
effective pumping speed is time dependent just after the start of the pumping,
because a vacuum conductance in viscous flow range depends on the pressure.
Anyhow the first term becomes negligibly small in a relatively short time after
the start of the pumping at t = 0. For example, as just a thought experiment, in
the case of the vacuum chamber, which has the volume of 1 m3 with the pumping
speed of 0.5 m3/s, the first term in Eq. (4.1) is estimated to be 9.5× 10−9 Pa for
t= 1 minute and 8.9× 10−22 Pa for t = 2 minutes. Of course, the real pressure
does not act like that. First, it should also be noted that pumping speed of real
pumps depends on pressure range and has a back streaming flow. But more
importantly, the second term in Eq. (4.1) becomes dominant after removing of
the volume gas, which is around 10−3 Pa. Thermal outgassing rate, which is the
second term in Eq. (4.1), is further divided into several terms corresponding to
different phenomenon in outgassing process as follows:

Q(t) = Qs(t) + Qd(t) + Qp, (4.2)

where Qs(t) is the outgassing rate defined by surface desorption, Qd(t) by bulk
diffusion, and Qp by permeation. Qs(t) and Qd(t) are the time dependent, while
Qp is a time independent value. Figure 4.2 shows the typical pumping curve from
atmospheric pressure to XHV region with a contribution of each outgassing
term [2]. In a typical unbaked system after realistic pumping time, Qs(t) is the
dominant outgassing term. Most of gas load in this region is water, although
hydrogen, nitrogen, oxygen, carbon oxides, and hydrocarbons are also present. If
a system is exactly in adsorption equilibrium state, Qs(t) decays in proportion as
e(−t/𝜏), where 𝜏 is average residence time of the adsorbed molecule on a surface.
However, such simple model cannot be applied to the water. There are several
adsorption states for the water on a surface, resulting in a range of activation
energy of desorption, about 92–100 kJ/mol on a metal [2]. Therefore, several
𝜏 values exist for the water adsorption. Delay of Qs(t) proportional to t−1 is
explained as superposition of several e(−t/𝜏) [14].

After Qs(t) becomes negligible, thanks to the long pumping or bakeout, Qd(t)
will be dominant term, which decays as t−1/2. In the usual UHV system, perme-
ation Qp is negligibly small comparing to other two terms. However, because
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Figure 4.2 Typical pumping curve and contribution of each phenomenon. The values on
vertical and horizontal axes were added as a rough indication. Source: O’Hanlon 2003 [2].
Reproduced with permission of John Wiley & Sons.

the permeation of the atmospheric gases through the elastomer is not negligible,
elastomer gaskets are recommended not be used in the UHV system. This could
be a case for thin wall vacuum chambers as well. Reduction of the outgassing,
originated from surface desorption Qs(t) and bulk diffusion Qd(t), is discussed in
Sections 4.4.2–4.4.4.

4.3.2 Equilibrium Pressure

Understanding of equilibrium pressure is important because pressure in a
vacuum chamber becomes stable at the adsorption equilibrium. Adsorption
equilibrium is a state where the desorption and adsorption rate of the gas
molecules are equal. When temperature is constant in adsorption equilibrium,
the amount of adsorption is a function of pressure. This relation between
the amount of adsorption and the pressure is called adsorption isotherm.
Several equations were experimentally and theoretically derived to express
adsorption isotherm, such as Henry, Langmuir, Freundlich, Temkin, BET
(Brunauer, Emmett, Teller), and so on. There are reviews, which introduce
each adsorption isotherm and the pump-down behaviour with adsorbed layer
obeying the adsorption isotherm [14, 15]. For example, Langmuir isotherm is
based on assumption that when an adsorption site is occupied by a molecule,
another molecule cannot adsorb on that site. The adsorption energy is assumed
to be independent of surface coverage. The Langmuir isotherm is induced by
considering the equilibrium between the desorption and adsorption rate:

𝛼

s0 − s
s0

Peq√
2𝜋mkBT

= s
𝜏

, (4.3)

where s0 is the number of adsorption sites, s is the number of adsorbed
molecules or occupied sites, 𝛼 is an adsorption (or sticking) probability, Peq is an
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equilibrium pressure, m is the mass of a molecule, kB is the Boltzmann constant,
T is temperature, and 𝜏 is an average residence time.

The term (s0 − s)/s0 represents the rate of unoccupied sites. The term
Peq∕

√
2𝜋mkBT represents the induced molecules to the unit surface area per

unit time. The coverage 𝜃 = s/s0 becomes

𝜃 =
aPeq

1 + aPeq
, (4.4)

where a = 𝛼𝜏∕(s0
√

2𝜋mkBT) is a constant number if the temperature is fixed.
Figure 4.3a shows the Langmuir isotherm. From the assumption the maximum
coverage in the Langmuir isotherm is a monolayer.

In many cases, the multilayer surface coverage 𝜃 > 1 is observed along with the
equilibrium pressure increase. This indicates the additional layers grow on top
of the monolayer. BET isotherm is derived by considering the adsorbed multi-
layer, which is formed after the monolayer coverage on the surface. The (n+ 1)th
layer is assumed to start to grow after completion of nth layer. The adsorption
energy of the first layer is assumed to be different from that of the multilayer and
independent of surface coverage. The coverage is written as

𝜃 =
a Peq

Ps(
1 − Peq

Ps

) [
1 + (a − 1) Peq

Ps

] , (4.5)

where Ps is vapour pressure. Constant number a is determined by the difference
between adsorption energy of the first layer E1 and over second layers E2, which
is written as

a = exp
(E1 − E2

kBT

)
. (4.6)

Right panel of Figure 4.3 shows the BET isotherms. In the BET isotherm, pres-
sure in adsorption equilibrium increases with the amount of adsorption on the
surface along an adsorption isotherm until it reaches the vapour pressure Ps.
Equilibrium pressure is the pressure on the adsorption isotherm including vapour
pressure and a function of adsorption surface concentration s.
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Figure 4.3 Typical adsorption isotherm according to Langmuir (a) and BET (b) formula.
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For practical use we need to consider that there are two gas flows from and to
adsorption phase:

qout = neq(T , s)
v(T)

4
=

Peq(T , s)v(T)
4kBT

; qin = n v(T)
4

= Pv(T)
4kBT

; (4.7)

where Peq and neq are equilibrium pressure and gas density, P and n are the actual
pressure and gas density in vacuum chamber, v is the average molecular velocity,
and s is the amount of adsorption surface concentration. In the equilibrium
when P = Peq, two gas flows from and to the adsorption phase or liquid phase
are equal: qout = qin. However, as soon as pressure in gas phase has been changed
(for example, by opening the valve to a pump or changing a pumping speed),
these flows are no longer equal and amount of surface concentration s will
either reduce, if P<Peq, for example, during pumping, or increase, if P>Peq, for
example, gas is inlet, according to ds/dt = qin − qout. Change of s will proceed
until the system reaches adsorption isothermal, and finally the pressure becomes
equilibrium pressure: P = Peq.

This also explains why water can be pumped away only during a bakeout. At
higher temperature of vacuum chamber, an equilibrium pressure increases, while
both a wall adsorption probability 𝛼 and, therefore, an average residence time
decrease. If there is no pumping connected, it will lead to a significantly higher
pressure (much higher than thermal expansion), and there will be still P = Peq
(corresponding higher temperature) and qout = qin, but as soon as a valve to an
external pump is open, the balance will be broken and, therefore, qout > qin.

4.3.3 Vapour Pressure

Understanding of vapour pressure is important because the pressure in a vac-
uum chamber is determined by the vapour pressure when liquid or condensed
gas is present in vacuum. In addition, it is also important because when a system
is pumped by a cryopump, the pressure is very much tied to the vapour pressure
at low temperature. At first, it would be helpful to understand vapour pressure
by looking at the phase diagram in the pressure–volume plane for the gaseous
and liquid phase (Figure 4.4). Gas can be compressed to liquid at certain suit-
able temperatures. However, it becomes more difficult to liquefy the gas at higher
temperature because the kinetic energy of the gas particle increases. Finally, the
substance cannot be liquefied at and above a certain temperature, no matter how
much pressure is applied. Such temperature is defined as critical temperature, Tc,
of a substance. For example, for water Tc = 374 ∘C and for nitrogen Tc =−147 ∘C.
Considering the system filled with gas at the temperature bellow Tc, the pres-
sure increases from point A by compressing the volume along the line with the
isotherm until it reaches point B, a dew point; here liquid droplets begin to form
in the system. As the system is further compressed, it moves along the horizontal
line BC, at constant pressure, until the whole amount of gas has condensed into
liquid at C, a bubble point. From there the system follows the same isotherm with
increasing values of the pressure. At all points between B and C, the system is a
mixture of gas and liquid. The constant pressure BC is called equilibrium vapour
pressure, saturated vapour pressure, or simply vapour pressure.
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The process of evaporation in a closed system at a given temperature proceeds
until the system reaches thermodynamic equilibrium state, where there are the
same number of molecules returning to the liquid as there are escaping. Vapour
pressure is the pressure in such system, which is exerted by a vapour in ther-
modynamic equilibrium with its condensed phases (solid or liquid) at a given
temperature in a closed system. Vapour pressure strongly depends on a ther-
mally activated process, so the higher the temperature, the greater the thermal
agitation that causes the escape of molecules from the surface. As an example,
Figure 4.5 shows the temperature dependence of vapour pressure about water.
Water boils at 100 ∘C with vapour pressure 1.013× 105 Pa in the standard atmo-
sphere. It is worth remembering that the vapour pressure of water at room tem-
perature (22 ∘C) is 2.6× 103 Pa.

As described earlier in this section, when liquid or condensed gas is present in
vacuum, the vacuum is filled with the vapour and the pressure is limited by the
vapour pressure. Therefore, oil free pumps must be used in modern accelerators.
Oil vapour in accelerator vacuum not only merely makes ultimate pressure high
but also contaminates the surfaces, which sometimes causes the serious damage
to high voltage devices such as accelerator tubes. For general vacuum systems,
oil with low vapour pressure is used for the pumps such as diffusion pumps and
rotary pumps or vacuum greases. For example, Fomblin® is widely used for rotary
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Figure 4.5 Temperature
dependence of vapour pressure
for water. Boiling point of water
is 100 ∘C with vapour pressure
1.013× 105 Pa in the standard
atmosphere.
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pump, whose vapour pressure is about 3× 10−4 Pa at 20 ∘C and 3× 10−1 Pa at
100 ∘C. For diffusion pumps, oil with much lower vapour pressure with less than
10−5 Pa is used.

Temperature dependence of the vapour pressure, Ps(t), is provided by the
Clausius–Clapeyron equation:

dPs

dT
= 1

T
ΔH
ΔV

, (4.8)

where T is the absolute temperature, ΔH is an enthalpy change of evaporation
per mole or molar heat of vaporisation, and ΔV is an amount of volume change
per mole when liquid phase changes to saturation vapour, and it can be described
as ΔV ≅RT/Ps because a vapour volume is generally much larger than a liquid
volume. The integration of Eq. (4.8) then gives the dependence of vapour pressure
on the temperature as

ln Ps = − 1
T
ΔH
R

+ const. (4.9)

The constant in the equation is obtained by Ps, ΔH and T . The vapour pressure
increases with temperature. Vapour pressures for common gases are shown in
Figure 4.6 as temperature dependence [16]. Table 4.2 summarises temperature
at some typical vapour pressure for selected gases. This table is written in terms
of temperature for a given vapour pressure. The behaviour of vapour pressure at
cryogenic temperatures will be discussed in Chapter 7.

Figure 4.7 shows vapour pressure curves of selected metals. Metals with high
vapour pressure at low temperature, such as zinc or lead, are not are not suitable
for the UHV and XHV vacuum components, which needs bakeout.

4.3.4 Thermal Outgassing Rate of Materials

Thermal outgassing determines the base pressure in the accelerator vacuum
chamber without a charged particle beam, SR, or charged particles bombarding
the vacuum chamber wall. The amount of thermal desorption is described per
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Figure 4.6 Vapour pressure curves on common gases. Source: Adapted from Honing and
Hook 1960 [16], Fig. 1(b) on p. 366.

Table 4.2 Temperatures for some vapour pressures.

Vapour pressure [Pa]

10−8 10−4 1 102 105

Symbol Compound
Corresponding temperatures [K]
for vapour pressures

H2O Water 129 161 213 253 373
H2 Hydrogen 3.14 4.35 6.8 9.4 20.3
N2 Nitrogen 20.9 26.8 37.0 46.1 77.4
O2 Oxygen 25.1 31.7 42.8 53.2 90.0
CO2 Carbon dioxide 68.0 85.0 114 136 194

unit area by an outgassing rate qth [Pa⋅m/s] or a thermal desorption yield 𝜂t
[molecules/(s⋅m2)]. Thermal outgassing rates may vary in orders of magnitude
depending on many factors such as material, cleaning procedure, history
of material, pumping time, temperature, etc. For example, a value of about
10−8 Pa⋅m/s (or 2.5× 1013 molecules/(s⋅m2) at room temperature) will be easily
obtained for carefully chosen and well-prepared vacuum materials (e.g. stainless
steel) after a few hundred hours of pumping [17]; for the baked metals, a value
of outgassing rate could be reduced by approximately an order of magnitude.

Many research laboratories have the outgassing rate measurement facilities to
test all new materials before their use. A number of measurements of thermal
outgassing rates of various materials were done in the past. There are a few good
overviews of such studies, e.g. [18–21]. Unfortunately, several data were not pub-
lished and available only as scientific workshop presentations.
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Table 4.3 summarises examples of thermal outgassing rates (in nitrogen equiv-
alent) for the materials used in vacuum systems; more data can be found at ref-
erences [30–33]. However, these numbers should be used for a design with a
great care as the materials used in each case may have properties different from
shown here.

A vacuum system designer has to consider that the outgassing rate of vac-
uum materials is not an intrinsic value rather than that it changes with time and
depends on a ‘history’ of this material:

– Manufacturing conditions:
⚬ Manufacturers, sites, batches of material, date of manufacturing, and stor-

age conditions.
⚬ Differences and modifications in production process between different

manufacturers or between two items from the same manufacturer.
– Cleaning procedures:

⚬ A variety of procedures, chemicals, duration of each process, and quality
control.

– Surface treatments:
⚬ Surface roughness

◾ Smother surface the less outgassing.
⚬ Bakeout duration and temperature

◾ Higher temperature allows a faster degassing, but there is a maximum
bakeout temperature for each material, e.g. 250–300 ∘C for stainless steel,
220–250 ∘C for copper, and 150–180 ∘C for aluminium alloys.

◾ Duration of bakeout may vary from a few hours to a few weeks.
⚬ Vacuum firing duration, temperature, and pressure during firing.
⚬ Duration of exposure to air after ex situ bakeout or vacuum firing
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Table 4.3 Examples of thermal outgassing rates.

Material Conditions qth [Pa⋅m/s] References

Stainless steel (fresh) After 10 h pumping 3× 10−5 [18]
Stainless steel
(304L, electropolished)

30 h at 450 ∘C, 24 h at 150 ∘C, 1 h
air exposure, after 10 h pumping

2× 10−7 [22]

Stainless steel
(316L, vacuum remelted,
electropolished)

24 h at 150 ∘C, 1 h air exposure,
after 10 h pumping

2× 10−7 [22]

Stainless steel (304L, glass
beads blasted)

23 h at 150 ∘C (in situ) 1× 10−9 [23]

Stainless steel
(304L, electropolished)

48 h at 450 ∘C, air exposure, 23 h
at 150 ∘C (in situ)

<1× 10−11 [23]

Stainless steel (316L, air
baked at 100 ∘C for 2 h)

20 h at 100 ∘C (in situ) 1× 10−10 [24]

Stainless steel
(316LN, vacuum fired)

60 h at 100 ∘C (in situ) 1× 10−11 [13]

Aluminium (fresh) After 10 h pumping 8× 10−7 [18]
Aluminium 20 h at 100 ∘C (in situ) 5× 10−11 [18]
Aluminium alloy
(A6063, extrusion)

48 h at 150 ∘C, 1 h air exposure,
after 10 h pumping

8× 10−7 [25]

Aluminium
(A6063, extrusion)

20 h at 140 ∘C (in situ) 4× 10−11 [26]

OFHC copper (fresh) After 10 h pumping 1–7× 10−6 [18]
OFHC copper
(mechanical polished)

After 10 h pumping 2× 10−7 [18]

Copper (fresh) After 10 h pumping 6× 10−6 [18]
Copper
(mechanical polished)

After 10 h pumping 5× 10−7 [18]

Copper 20 h at 100 ∘C (in situ) 1× 10−9 [18]
Titan (chemical polished) After 5 h pumping 7× 10−9 [27]
Titan (chemical polished) Baked (in situ) 7× 10−13 [27]
Alumina (96%) After 20 h pumping 1× 10−4 [28]
Zirconia After 20 h pumping 7× 10−5 [28]
MACOR® After 20 h pumping 7× 10−6 [28]
Pyrex® (fresh) After 10 h pumping 7× 10−7 [18]
Viton® A Fresh, after 1 h pumping 2× 10−3 [18]
Viton® A 4 h at 150 ∘C in air, after 1 h

pumping
1× 10−6 [29]

Viton® A 4 h at 150 ∘C in air, after 10 h
pumping

3× 10−7 [29]

Teflon® After 10 h pumping 3× 10−5 [18]
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– Coatings:
⚬ Protective layer
⚬ Gas diffusion barrier layer
⚬ Pumping layer

– Pumping ‘history’:
⚬ Duration of pumping.

◾ Unbaked materials depend mainly on pumping time.
⚬ The number and duration of air vents.

◾ Short (a few minutes) exposure to air has little effect, while a few months
of exposure eliminates an effect of earlier pumping.

⚬ The number, duration, and pressure of exposure to gases.

4.3.5 Outgassing Rate Measurements

There are several methods for measuring the outgassing rate, such as through-
put method, gas accumulation method (build-up method, pressure rise method),
mass loss measurements, and so on. Details of those methods are described in
the reference [34]. Here outlines of the typical outgassing measurement methods
are introduced.

4.3.5.1 Throughput Method
A throughput method is the most common method for outgassing measure-
ments; a schematic diagram of this method is shown in Figure 4.8. In this
method, the chamber under test or the chamber including the samples is
pumped through an orifice with known conductance C. When the pressure in
the test chamber P1 is large relative to the pressure in the pumping system P2,
the pumping speed for the test chamber is only defined by the conductance
of the orifice. The outgassing rate q are derived as

q = (P1 − P2)
C
A
, (4.10)

where A is the surface area of the samples or the chamber under test. When the
outgassing of the samples in the chamber is measured, the background outgassing
of the chamber must be considered and measured without samples in another

Figure 4.8 Schematic diagram of the throughput
method, G1 and G2 are pressure gauges, C is known
vacuum conductance.

P1

G1 G2

P2

q

C

Pumps

Test chamber
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experiment with exactly same experimental conditions. If the sample has a low
outgassing rate, the sample area should be increased (by using a larger sample
or by increasing a number of samples) to obtain the total outgassing sufficiently
high for its measurements.

4.3.5.2 Conductance Modulation Method
The conductance modulation method is a type of throughput method, which uses
the orifice with the variable conductance [35]. In a schematic diagram shown in
Figure 4.9, the conductance is modulated by changing the separation of a plunger
from an opening hole in an annular disc. The pressures in the test chamber P1
and P2 are measured for conductance C1 and C2 defined by moving the plunger
in positions 1 to 2, respectively. The outgassing rate q can be expressed for two
plunger positions as follows:

q =
P1 − Pp

A
S1 =

P2 − Pp

A
S2. (4.11)

where S1 and S2 are the effective pumping speed for the test chamber with the
plunger positions 1 and 2, respectively, and Pp is the pressure in the pump cham-
ber (which does not depend on a plunger position). The effective pumping speeds
are written as

1
S1

= 1
C1

+ 1
Sp

and 1
S2

= 1
C2

+ 1
Sp
, (4.12)

where Sp is the pumping speed of the pumps. Then, the outgassing rate is derived
as

q =
P1 − P2

A

(
1

C1
− 1

C2

)−1

. (4.13)

Hence, in this method, the outgassing rate q is calculated from the pressures P1
and P2 (measured in the test chamber with the same gauge) corresponding to the
defined conductances C1 and C2.

4.3.5.3 Two-Path Method
Two-path method is another type of throughput method [23] as shown in a
schematic diagram in Figure 4.10. The advantage of this method is that the
X-ray limit and outgassing rate of the gauges can be cancelled out. Furthermore,

Pumps

Test chamber

Position 2
(C2, S2)

Position 1
(C1, S1)G

Sp

q

P1, P2
Pp

Figure 4.9 Schematic diagram of the conductance
modulation method. G is a pressure gauge, C1 and
C2 are a vacuum conductance in plunger positions
1 and 2, correspondingly.
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Figure 4.10 Schematic diagram of the
two-path method.

Pumps

Test chamber

Chamber 2

Chamber 1

S

C

G2

G1

Q2

Q1

P2Vd

Vu

q
P1

the outgassing from the chambers in the system, which are Chambers 1 and
2 in Figure 4.10, are also cancelled out. Thus, the two-path method is suit-
able for measuring a very low outgassing rate. When the upstream path is
selected by opening the valve V u and closing V d, the pressure P1u, which is the
corresponding pressure in Chamber 1, is written as

P1u = P2u +
qA + Q1

C
, (4.14)

where the Q1 [Pa m3/s] is the outgassing rate from the whole inner wall of
Chamber 1. When the downstream path was selected by closing the valve V u
and opening V d, the corresponding pressure in Chamber 1, P1d, is written as

P1d = P2d +
Q1

C
. (4.15)

The pressure in the Chamber 2 remains constant for each path measure-
ment because it is determined only by the total outgassing rate, namely,
P2u = P2d = (qA+Q1 +Q2)/S, where S is the pumping speed of the pumps.
Therefore, the outgassing rate q can be estimated as

q = C
A
((P1u − P2u) − (P1d − P2d)) =

C
A
(P1u − P1d). (4.16)

Thus, the outgassing rate of the test chamber can be obtained by measuring pres-
sure difference P1u −P1d without the effect of the outgassing of Chambers 1 and
2. Because the pressure P1u and P1d are measured by the same gauge G1, the X-ray
limit of the gauge was cancelled by subtraction in Eq. (4.16).

4.3.5.4 Gas Accumulation Method
When a test chamber during evacuation is isolated from the pump by closing
the valve between them, the pressure begins to rise. An average outgassing rate
can be defined by using initial and final pressure measurements, Pi and Pf , taken
correspondingly at time ti and tf :

qav =
Pf − Pi

tf − ti

V
A
, (4.17)

where A and V are the area and volume of the test chamber, respectively.
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Using the rate of pressure rise, the outgassing rate q can be measured as a
function of time:

q(t) = dP
dt

V
A
. (4.18)

A spinning rotor gauge or capacitance diaphragm gauge are preferred in this
method, while ionisation gauges will cause errors in the measurement due to their
pumping action and outgassing from the hot filaments.

4.3.6 Thermal Desorption Spectroscopy

Thermal desorption spectroscopy (TDS) is an effective method for evaluating the
thermal properties of outgassing of vacuum material by measuring the desorbed
gas while heating a sample. Analysis of the TDS results will provide important
knowledge about adsorption, absorption, and desorption behaviour of atoms and
molecules on surfaces because the TDS spectra include the information about
(i) the number of the desorbing molecules and the population of the individual
molecules, (ii) the activation energy of desorption, and (iii) the order of the des-
orption reaction [36, 37]. The gas species can be easily quantified by a residual gas
analyser (RGA), usually a quadrupole mass spectrometer. The schematic diagram
of a typical TDS measurement system is shown in Figure 4.11. In this example, a
sample is mounted on a quartz stage, and the stage temperature is elevated by the
infrared light, which is guided through the quartz rod. Usually, the temperature is
linearly elevated as T = T0 + 𝛽T . Figure 4.12 shows an example of the measured
TDS spectra for typical gas species about austenitic stainless steel sample.

One of the most important information obtained by the TDS is derivation of the
adsorption energy of desorbed species on the vacuum materials. The desorption
rate is generally written as

ds
dt

= sn
𝜈0 exp

(
−

Ed

kBT

)
, (4.19)

Sample transfer

Hatch

Sample

Sample

Quartz rod
Gate valve

Infrared light introducer

BAG

BAG

RGA

Thermocouples

Figure 4.11 Typical measurement set-up of the TDS.



4.3 Thermal Outgassing 101

Figure 4.12 Examples of the
thermal desorption spectra for
austenitic stainless steel sample.
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where s is a number of adsorbed molecules (molecules/m2), n is an order of the
desorption reaction, 𝜈0 is a rate constant, Ed is an adsorption energy or an activa-
tion energy of desorption, and T is the temperature: T = T0 + 𝛽T . The tempera-
ture of the desorption peak Tp is easily of obtained from the equation

d
dT

(
ds
dt

)
= 0. (4.20)

The most basic desorption process is the case that the order of the desorption
reaction n= 1, where the adsorbed molecules on the surface are thermally des-
orbed from the surface without any surface diffusion. In that case, if n, 𝜈0, and
Ed do not depend on s and the order of the desorption reaction n= 1, then the
solution of Eq. (4.19) can be written in its approximate form as

Ed = kBT
(

ln
(TP𝜈0

𝛽

)
− 3.64

)
. (4.21)

Thus, Ed can be immediately obtained from the peak temperature Tp in the TDS
spectrum assuming the rate constant to be vn = 1013 s−1, which is the typical value
when the surface coverage is low [38]. This useful relation is called Redhead’s
equation [36]. It should be noted that this equation is adequate only for the case
where the adsorption amount is low.

There is another method for estimating Ed and also 𝜈0. The surface coverage is
considered to be constant in the start of the thermal desorption. Thus, from the
Arrhenius plot for the desorption rate in the rising part of the TDS spectrum,
Ed and 𝜈0 for the initial surface coverage can be obtained as the gradient and
intercept of the plot, respectively [39].

TDS also gives the information about the specific gas content in the mate-
rial by integrating the TDS spectrum about the object gas. Bacher discussed
the hydrogen content [wt ppm] in the austenitic stainless steels with various
treatments [40].
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4.4 Surface Treatments to Reduce Outgassing

This section describes the surface treatments to fulfil demands to accelerator vac-
uum such as cleaning, bakeout, heat treatments like vacuum firing, or surface
coating. The numerous treatments are applied to remove surface contaminants,
reduce outgassing, and suppress harmful effects of particle hit to the surface. To
choose the most suitable treatment processes for specific vacuum systems, ves-
sels, or components, one should take into account the following: materials from
which the items are made, the level of required vacuum, a particular performance
requirement (e.g. low desorption), a particular contaminant (e.g. hydrocarbons)
whose partial pressure must be minimised, how the items will be assembled or
installed, etc. [41].

4.4.1 Cleaning

The vacuum chambers and components used in accelerators are manufactured
through grinding, cutting, bending, welding, and so on. The surface of the sub-
stances after such process covered by a natural oxide or hydro-oxide layer. Beyond
them, there will be particles such as dust, fibres, metallic powder, swarf, and
organic substances such as cutting oil, grease, or solvent. These contaminations
are attached on the surface during the machining, packing, storage, and carriage.
Therefore, the first process to eliminate potential unwanted sources of gas orig-
inated from machining is proper cleaning. Many of organic solvents and strong
cleaning agents recommended in old texts related to UHV were omitted due to
harmful effects on the environment. They have been replaced by hot water solu-
tions of detergents followed by rinsing in demineralised water.

There are some kinds of adherence patterns of contamination onto the sur-
face: (i) van der Waals’s force, (ii) electrical force due to the charge, (iii) chemical
reaction such as in oxide layer, and (iv) diffusion into the surface. Rinsing will be
effective to remove the contamination (i) and (ii), while the removal of the surface
layer will be needed for elimination of (iii) and (iv).

For the modern accelerators, which requires UHV or XHV, leaving a surface
free from foreign materials by degreasing, washing and drying is indispensable,
but not sufficient. It is necessary depending on the required vacuum quality to
eliminate or reduce chemical layer and gas diffused within the bulk material and
adsorbed on its surface by the additional operations, such as electropolishing,
vacuum firing, surface coating, and so on. The cleaning procedure depends on the
state of the material to be cleaned and the required pressure. Figure 4.13 shows
an example of workflow diagram for general metal cleaning procedures and their
relation to required vacuum qualities; this diagram is an updated and extended
version of the one shown in Fig. 2 on p. 590 in Ref. [42]. It should be noted that
the process must be a little different from each metal.
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In this region, electropolish or chemical polish and vacuum firing is not optional anymore.

Figure 4.13 Examples of cleaning procedures including bakeout and other processes related to required vacuum qualities. These general cleaning procedures
apply particularly to metals, although each metal must be treated a little differently. Nowadays, required pressure for typical applications becomes lower than
the figure.
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Austenitic stainless steels, AISI304 and AISI316, represent the main choice as
constructional material. The stainless steel cleaning procedure usually includes
(but may vary) the following operations [1, 43]:

– Degreasing
• Initial mechanical removing of grease, wrapping, dirt, glue, etc.

– Initial washing in a hot (∼80 ∘C) bath or with a jet
• With various cleaning detergents (usually mild alkaline or acetone).
• Rinsing with tap water.

– Washing in a hot (∼60 ∘C) ultrasonic bath or with a jet
• With aqueous alkaline cleaning solution.
• Rinsing with a hot (∼80 ∘C) demineralised and/or deionised water.

– Drying using an air blower with clean dry air, hot if possible.

The cleaning procedure may also include the following additional operations:

– Mechanical and/or electrical polishing
• To reduce surface roughness to Ra = 0.2 mm, which reduces thermal

outgassing.
– Chemical etching

• To remove an outside layer, usually a natural oxide layer followed by surface
passivation.

– Cleaning with ozonised water (for aluminium alloy chambers) [44]
– Argon discharge cleaning [45, 46]

• To reduce all types of gas desorption.
– Pre-baking (ex situ baking) [47]

• To reduce all types of gas desorption.
• To avoid in situ bakeout.

– Vacuum firing [48]
• For example, for stainless steel to 950 ∘C for one to two hours, depending

on wall thickness.
• To reduce all types of gas desorption.
• For deep H2 depleting.

– Air baking [49, 50]
• Deep H2 depleting,
• Creating an oxide layer protecting from contaminating;

– Surface coating with other materials.
• To provide desired surface properties such as electrical conductivity,

reduced photon and secondary electron emission, gas diffusion barrier, etc.
– In situ baking

• Temperature and duration can vary:
◾ For example, 24 hour bakeout at up to 300 ∘C for stainless steel, up to

250 ∘C for copper, and up to 180 ∘C for aluminium alloys.
– This is the most common procedure for UHV systems.

For aluminium alloy, natural oxide layer is formed after machining such as cut-
ting and extrusion. Because such oxide layer is thick and porous, it would be the
source of gas absorption. The alkaline detergent or alkaline etching is effective to
remove such natural oxide layer.
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The cleaning of other materials such as copper and its alloy, ceramics, glass, and
molybdenum is reported by the Tito [41]. The exact procedure depends upon the
material, its history, required vacuum, contaminants, cost, availability of certain
facilities, and cleaning agents.

4.4.2 Bakeout

When a brand-new vacuum chamber or a vacuum chamber, which was exposed
to the atmosphere, is pumped down, the residual outgassing is dominated by sur-
face desorption, which is Qs(t) in Eq. (4.2). The main outgassing component is
water, which is desorbed from the chamber wall. Before the water plunges into
the pump port, desorbed water sticks on another side of the wall, spends for aver-
age residence time, and repeats that process. Average residence time of water on
the chamber wall at room temperature typically varies between 10 seconds and
one hour. This is why the water continues to remain in vacuum chamber even
after long pumping time. Bakeout is a well-known method to effectively obtain
UHV region. It plays a role to shorten the average residence time resulting in the
shorter time for the water to plunge in to the pump. The average residence time
can be reduced to 10−2 to 10−3 seconds by bakeout at 150–200 ∘C. Figure 4.14
shows the typical pressure behaviour during the bakeout. After pumping at mod-
erate temperatures up to 150 ∘C, water is mostly removed and the prevalent gas
representing q becomes hydrogen. The residence time on the surface 𝜏 exponen-
tially becomes shorter with higher temperature as

𝜏 = 𝜏0 exp
( Ed

kBT

)
(4.22)

where 𝜏0 has the similar value to inverse of frequency of the molecule on the sur-
face due to thermal vibration, usually 10−13 seconds, and Ed is activation energy
of desorption, about 92–100 kJ/mol for water on a metal [2]. Therefore, bakeout
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Figure 4.14 Typical pressure behaviour during bakeout effective for the outgassing reduction.
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at higher temperature is effective to reduce outgassing from such standpoint.
However, it should be cared that the higher temperature causes other problems
such as leak due to the thermal expansion of the chamber and gasket. The ade-
quate temperature should be selected from a material point of view.

Bakeout up to a temperature of 500 ∘C would not cause any problem for
the stainless steel (excluding sealed flanges; for example, carbon fibre (CF)
with cooper gasket is limited to 300 ∘C) case. Meanwhile, maximum bakeout
temperature for aluminium (and aluminium alloys – it should be different for
different alloys) is usually below or equal to 150 ∘C.

An important technique of bakeout is to uniformly heat the vacuum
chamber. Popular method is to attach the sheathed heater on the outer sur-
face of the chamber and cover them by heat insulator such as glass fibres.
Proportional–integral–derivative (PID) controller is widely used to control the
temperature with minimum labour.

4.4.3 Air Bake

An oxide layer formed on the stainless steel surface is expected to serve as a dif-
fusion barrier for hydrogen diffusing from the bulk and to reduce the outgassing
rate [51]. Bakeout in the controlled oxygen atmosphere or just in the air to pos-
itively form the oxide layer has been practiced for nuclear fusion devices and
the gravitational wave detectors [52, 53]. By several days of air bake at about
400 ∘C and following vacuum bakeout, the low outgassing rates in the order of
10−11 Pa⋅m/s were obtained.

Practical merit of air bake is that it does not need a vacuum furnace, which
is essential for the vacuum firing. Thus, air bake is applied for the large vacuum
chambers as referred above.

4.4.4 Vacuum Firing

After eliminating the outgassing originated from surface desorption, main out-
gassing is dominated by bulk diffusion, which is described by Qd in Eq. (4.2). In
that stage, main outgassing component is hydrogen, whose atoms diffuses from
the bulk of materials and recombine to the molecules at the surface. Hydrogen
content in untreated stainless steel is in the order of 2× 1019 atoms/cm3, or about
3 wt ppm [54]. To deplete the bulk from diffusing atoms, it is recommended to
perform the high temperature treatment in high vacuum, namely, ‘vacuum firing’
[55, 56]. In the vacuum firing procedure, cleaned components are put in a high
vacuum furnace, where reaction with residual atmosphere is indeed very weak.
For stainless steel, vacuum firing was performed at 800–1000 ∘C, while there
are little examples for aluminium alloys and copper alloys due to their mechan-
ical strength deterioration at such high temperature. Titanium is one of a few
examples to which the vacuum firing was applied other than stainless steel as
described later in this section.

The simple expression about the effect of the vacuum firing on outgassing
reduction is based on the assumption that the outgassing rate is determined by
only diffusion process, which obeys the diffusion equation, without any regard
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for the reaction processes at the surface such as recombination and desorption.
In such simple case, the outgassing rate at processing time t is given as

q ≅
4C0DR

d
exp

(
−𝜋2 DT t

d2

)
, (4.23)

where main parameters are plane thickness d [cm]; diffusivity at room tem-
perature and vacuum firing temperature DR and DT [cm2/s], respectively; and
initial hydrogen concentration C0 [atoms/cm3] [57]. This is the case where
both sides of a plane with infinite area are revealed to vacuum and hydrogen
concentration is zero at the surface. Diffusivity D is thermally activated process
described by

D(T) = D0 exp
(
−

Ed

kBT

)
, (4.24)

where D0 ≅ 0.012 cm2/s is a characteristic pre-exponential term related to
specific metal and Ed ≅ 55 kJ/mol is activation energy of diffusion process
between interstitial sites. These equation means that the higher the temperature,
the lower the concentration, and consequently the outgassing rate decreases.
Thus, the above model qualitatively explains the effect of the vacuum firing
on outgassing reduction. However, expected outgassing rate from this model
is much smaller than the experimental data. For example, the outgassing rate
calculated by above equations for a vacuum firing at 950 ∘C for two hours is in
the order of 10−18 Pa⋅m/s, while the typical measured data is about 10−11 Pa⋅m/s.
One of the explanations for this discrepancy was attempted by considering
the hydrogen recombination at the surface [58]. The atomic hydrogen con-
centration at the surface is assumed to be zero at the above expression; the
hydrogen desorbs as rapidly as it diffuses to the surface. The physical fact is that
hydrogen diffuses as individual atoms to the bulk surface but escapes from the
metal in molecular form. A hydrogen atom at the surface must wait a partner
hydrogen to form a molecule. By including this fact, the diffusion equation
cannot be solved by analytical approach but only by numerical algorithms. There
is a review of hydrogen outgassing suppression, which mainly discusses about
the abovementioned diffusion model, the discrepancy to outgassing data, and
approach to explain the discrepancy [59].

From the practical point of view, duration and temperature of the treatment
must be limited not just because of costs but also because of impurities pre-
cipitation or grain size growth that change mechanical properties. The effect
of vacuum firing on stainless steel morphology versus outgassing rates was
studied at CERN, and the outgassing as a function of temperature shows a
few peaks. It was found that vacuum firing should not exceed 950 ∘C and its
duration depends on thickness. J-PARC has investigated the effect of vacuum
firing on the hydrogen concentration in titanium. Hydrogen concentration
in untreated titanium is more than 10 wt ppm. They measured the relation
between the vacuum firing temperature and hydrogen concentration; resulting
optimal temperature is 650–700 ∘C to obtain less than 1 wt ppm hydrogen
concentration [9].
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4.4.5 Surface Coatings

Coatings on the inner surface of vacuum chambers by thin films are performed
not only to reduce thermal outgassing but also to suppress non-thermal
outgassing such as particle-induced molecule desorption yield. Furthermore,
recently in accelerators, coatings of getter materials are intensively performed
to solute and diffuse gas molecules acting as getter pump. A kind of coating
may have several roles, for example, TiN film is coated to suppress outgassing
of water vapour due to the shorter average residence time, reduce electron
emission yield, and barrier the diffusion from bulk due to its low permeability.
Because details of coatings for each purpose are discussed in other sections, only
brief introduction is mentioned here.

4.4.5.1 Coating the Surface by Thin Films of Material with Low Hydrogen
Permeability and Low Outgassing
So far, coating of such as titanium nitride, boron nitride, silicon, or silicon oxide
has been investigated to reduce outgassing by acting as diffusion barrier or low
activation energy of desorption [60–63]. From the aspect of applying to vacuum
chambers, TiN could be one of the best coatings because the uniform coating and
control of film thickness have been established.

There is another benefit of applying them when such coating exhibit low sec-
ondary electron emission. Here, TiN is one of the most widely applied coatings
to the accelerator vacuum chambers [64, 65]. Although the secondary electron
yields (SEYs) depend on coating condition, bakeout condition, particle irradia-
tion dose, and so on, TiN coating usually has SEY of about 1 or less. TiN coating
has been also applied to the RF window as described in Section 4.2.5 to sup-
press the electron avalanche caused by the high-frequency electric field. Recently
CERN has developed carbon coatings to obtain much lower SEY for applying the
beam pipes in Super Proton Synchrotron (SPS) [66]. Low SEY materials, coatings
and treatments are discussed in detail in Chapter 8.

In many technical areas hydrogen causes severe problems by embrittlement
of steel and the problem is solved by cladding impermeable coatings. Tritium
accumulation in the steel wall of the next generation of nuclear fusion reactor
(DEMO) is another issue where coating by highly efficient permeation barrier
effectively reduces the risk high accumulated dose [67]. Many dielectric materials
can be deposited on metal samples when the permeation reduction factor can be
easily confirmed. Unfortunately, uniform coating of inner side of UHV chamber
is not always an easy task and the benefits of thin films obtained on testing small
samples are not always realised when applied to large vacuum chambers.

4.4.5.2 Coating the Surface by Thin Film of Getter Materials
The idea is known in accelerator community for several years. The whole inner
surface is coated by a carefully designed film of non-evaporable getter (NEG)
materials, which are capable of capturing a noticeable amount of hydrogen and
other gases. Distributed pumping speed is achieved because beam pipes become
getter pumps. Transition metals such as Ti, V, Zr, Nb, and Hf were already known
for their high solubility and diffusivity for hydrogen and other gases and used as
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the constituent materials of getter pumps. Before as-deposited film can be applied
as a pump, a thermal activation process in high vacuum is needed. Mixing of
getter elements has been developed to decrease the activation temperature and
became suitable for the coating of accelerator beam pipes [68, 69]. Ti–Zr–V coat-
ing, which is activated at 180–200 ∘C, was applied to the warm section of the LHC
in CERN, and the technique has expanded to worldwide accelerator community.

The main drawback of this approach is high reactivity of the film for other active
gas species, which needs a very careful maintenance of low pressure. Otherwise
the accumulated gases cause irreversible deterioration of pumping capability as
the full pumping cannot be restored.

The NEG coating production, characterisation, activation process, and vacuum
properties are discussed in detail in Chapter 5.

4.5 Electron-Stimulated Desorption

4.5.1 ESD Definition and ESD Facilities

To study the gas desorption from various surfaces and materials induced by
energetic particles (e.g. SR, charged or neutral particles), one needs a source
of these particles. The electrons are the most easily available particles for the
laboratory study compared with the others: a hot filament and a bias up to a few
kilovolts are sufficient to have a few milliampere electron current with electron
energy proportional to the bias (see Figure 4.15a). Alternatively, a sample can be
bombarded with the use of electron gun (see Figure 4.15b); in this case no bias is
required. Combining such a simple source of electrons with UHV gauges, RGAs,
and known (calculated or measured) vacuum conductance, U , or effective pump-
ing speed prompts to building an ESD research facility for measuring ESD yields,
defined as a number of gas molecules desorbed from the surface per incident
electron, 𝜂e [molecules/e−]:

𝜂e

[
molecules

e−

]
=

Ṅmolecules

Ṅelectrons
=

Q[Pa⋅m3∕s]qe[C]
kBT[K]I[A]

, (4.25)

Pump

(a) (b)

Pump
AA

u

P2P1

e–

e– gun

P2P1

e–
S

u
S

Figure 4.15 Typical layouts for ESD measurements based on a known vacuum conductance U
(between the test chamber with a sample S and a pump chamber) and an electron source: (a) a
hot filament and a biased sample S or (b) an electron gun.
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where Q is a flux of molecules desorbed due to electron bombardment with
electron current I and qe is the electron charge. The desorption flux Q can be
calculated for each gas i as follows:

Qi[Pa⋅m3∕s] = (ΔP1,i − ΔP2,i)[Pa]Ui[m3∕s], (4.26)

where ΔP1,i = P1,i,e −P1,i,bg and ΔP2,i = P2,i,e −P2,i,bg have a partial pressure dif-
ference in measurements during electron bombardment (shown with an index
‘e’) and without electron bombardment (shown with index ‘bg’ meaning back-
ground). The vacuum conductance between two chambers can be realised in a
form of orifice (as shown in Figure 4.15) or in a form of a tube. In case of using
an effective pumping speed Seff, the desorption flux Q can be calculated with a
pressure measured in a test chamber only:

Qi[Pa⋅m3∕s] = ΔP1,i[Pa]Seff ,i[m3∕s]. (4.27)

Note: ESD discovered almost a century ago has also a wider definition as the
process of desorption of ions, both positive and negative, neutrals, and excited
neutrals from surfaces as a direct result of electron bombardment and intensively
used for analysis of surface, its adsorbate, bonding energies, and the mechanism
of desorption [70, 71]. In this chapter, we are interested in the net effect only:
how many gas molecules entered into a vacuum volume after electron–surface
interaction (after ion neutralisation, atom recombination, etc.)?

The ESD can be a significant source of gas in a vacuum system when electrons
bombard a surface in vacuum. This may happen in the case of electron mulipact-
ing in beam vacuum chambers, RF cavities, and waveguides; in vacuum chambers
where the electron beam is used for surface investigation, analysis, or modifica-
tion; and where electron field emission from the surfaces at high electric field
intensity or in the electron-based vacuum instrument the energetic electrons
bombard the vacuum chamber or in-vacuum component. So, the experimental
data obtained from such an ESD facility are directly applicable to the vacuum
system design.

From another side, the ESD results are also applicable for a cost-effective evalu-
ation of different materials and the efficiency of their treatments for other particle
bombardment: for example, if a cleaning procedure A allows obtaining ESD yields
lower than a cleaning procedure B, then it is very likely that a cleaning procedure
A will also result in desorption yields for bombardment with other particles lower
than a cleaning procedure B.

The ESD study in application to large vacuum system design was intensively
performed just in a few research centres. The most of published work has been
done at LNL (USA) [72], CERN (Geneva, Switzerland) [73–76], KEK (Japan) [77],
and ASTeC (STFC Daresbury Laboratory, UK) [78–83]. The method of ESD mea-
surements described earlier and shown in Figure 4.15 allows to study ESD from
small samples with an advantage of low cost and fast turnover of samples, so
it was employed for most of ESD studies. Acknowledging all advantages of this
method and great usefulness of the results, there is a question that researchers
are asking themselves: how are these measurements applicable to an accelerator
vacuum chamber?
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– The sample are very small in comparison to a large area vacuum chamber.
Thus, the conditions of cleaning, polishing, film deposition, or other treatment
are not exactly the same as for the vacuum chamber: small sample surface is
easily accessible (due to so-called ‘open geometry’), while there is a limited
access to the inner surface of a tubular vacuum chamber (because of ‘close
geometry’).

– Experimental conditions are different from those in the accelerator vacuum
chamber: a test vacuum chamber in these ESD measurements if much larger
than a sample, i.e. desorption or sorption of a test vacuum chamber, may
potentially affect the measurements results.

To answer this question, an ESD facility for tubular samples was developed in
ASTeC (see Figure 4.16). This layout allows to mimic the ‘close geometry’ condi-
tions for a tubular vacuum chambers of particle accelerators. A tubular sample
undergo the same cleaning and treatment procedures as applied to a real accel-
erator vacuum chamber. During the ESD measurements, the surface area of the
sample is comparable with the surface area of other components: i.e. a possible
influence of a test walls is much less than with small samples.

The facility shown in Figure 4.16 allows to measure the desorption flux Q for
each gas i by two methods – (i) using a sample tube vacuum conductance or (ii)
using an effective pumping speed as follows:

Qa,i[Pa⋅m3∕s] = (ΔP1,i − ΔP2,i)[Pa]Ut,i[m3∕s],
Qb,i[Pa⋅m3∕s] = ΔP2,i[Pa]Seff ,i[m3∕s]. (4.28)

It is expected that two results Qa,i and Qb,i should be the same: i.e. measuring with
two RGAs bring more confidence in the results. However, when only one RGA is
available, P2 measurement is sufficient to obtain the results for Qb,i.

When ESD results from different papers are compared, it is important to note
what layout of the experiment was used to study as the conditions of the experi-
ments could be very different.

The ESD results are shown and the main functional tendencies of ESD yields
under different conditions are summarised in the following subsection. Similarly

Pump

Filaments

Power
supply

Sample tube, Us

U2

P2

P1

Figure 4.16 A layout for ESD measurements from a tubular sample with vacuum conductance
Us, pressure P1 (measured with an RGA) and pressure P2 (measured with an UHV total pressure
gauge and an RGA), known vacuum conductance U2, and pumping speed S (or effective
pumping speed Seff).
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to thermal desorption, the ESD depends on the choice of material, cleaning pro-
cedure, surface processing (etching, polishing, coatings, etc.), history of material,
bakeout procedure, and pumping time. Additionally it also depends on the energy
of electrons, their current, integrated electron dose, photon dose (if exposed to
SR), temperature, etc. These concussions are based on the experimental data from
various research groups. Before the measurements the samples were cleaned fol-
lowing the CERN (or similar) standard cleaning procedure, the ESD yields from
the samples were measured with electrons bombarding the sample surface at nor-
mal incidence.

4.5.2 ESD for Different Materials as a Function of Dose

Figures 4.17 and 4.18 demonstrate the dependence of ESD over a wide range of
electron dose (six to seven orders of magnitude). For large doses this dependence
is exponential:

𝜂(D) = 𝜂(D∗)
(D∗

D

)𝛼
; (4.29)

where an accumulated electron dose D* and a corresponding ESD yield 𝜂(D*) can
be taken at any point on this slope; the exponent 𝛼 lies between 0.5≤ 𝛼≤ 1 for vac-
uum chambers at room temperature. This ESD that yields behaviour as a function
of dose has been demonstrated for copper, Glidcop, gold-coated copper, alu-
minium, stainless steel, and aluminium-coated stainless (see Figures 4.17–4.20).

The comparative ESD study was performed CERN (Switzerland) with
300 eV electrons [76]. The planar samples were cut sheets with dimensions
47 mm× 50 mm from 316LN stainless steel, OFHC copper, and AA6082 alu-
minium samples, cleaned, and installed in vacuum chamber, baked to 150 ∘C for
24 hours and then to 300 ∘C for two hours. The ESD yields results are shown in
Figure 4.19. One can see that initial ESD yields from baked samples are lower
than from unbaked ones; however the ESD yields are also reduced with an
electron dose with a dependence described with Eq. (4.29).

ESD was measured in ASTeC/STFC (UK) with 500 eV electrons from the tubu-
lar samples made of three different materials. Before the ESD measurements the
samples were baked: 316L stainless steel [78] and copper [80] baked to 250 ∘C for
24 hours and AA6082 aluminium baked to 220 ∘C for 24 hours [79]. ESD yields
are shown in Figure 4.20.

One can see that in a well-cleaned vacuum chamber, the main desorbed gas
species are H2, CO, CO2, CH4, and H2O, but other species such as Ar and O2 can
also be reported.

It was shown in Ref. [72] and confirmed in later studies that there is a little
difference in the ESD yields of three main materials used for manufacturing of
vacuum chambers such as copper, aluminium, and stainless steel. Gold plating
does not help to reduce ESD. Argon discharge cleaning allows to reduce initial
ESD, but the ESD at large doses are higher due to a likely surface area increase
during discharge treatment. The ESD yields of stainless steel were reduced by a
factor of two after bakeout to 250 ∘C and by a factor of 5–10 after vacuum firing
at 900–950 ∘C.
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Figure 4.17 ESD yields of unbaked OFHC copper after 24 hour pumping as a function of
electron dose at Ee = 300 eV. Source: Reprinted with permission from Billard et al. [75], Fig. 3.
Copyright 2000, CERN.

4.5.3 ESD as a Function of Amount of Desorbed Gas

The total amount of each gas desorbed in ESD experiments as a function of elec-
tron dose can be calculated as follows:

N(D)[molecules] =
∫

t

0
𝜂e(ta)

Ie(ta)
qe

dta =
∫

D

0
𝜂e(Da)dDa or

Θ(D)[Pa⋅m3] =
∫

D

0
QESD(Da)dDa = kBT

∫

D

0
𝜂e(Da)dDa. (4.30)



114 4 Sources of Gas in an Accelerator Vacuum Chamber

1E+17
1.E–09

1.E–08

1.E–07

1.E–06

1.E–05

1.E–04

1.E–03

1.E–02

1.E–01

1.E+00

1E+17 1E+19 1E+20 1E+21

Dose [electrons/m2]

E
S

D
 [m

ol
ec

ul
es

/e
le

ct
ro

n]

1E+22 1E+23 1E+24 1E+25

Mass 2

Mass 15

Mass 18

Mass 28

Mass 32

Mass 40

Mass 44

Figure 4.18 ESD yields of 316LN stainless steel baked to 250 ∘C for 24 hours as a function of
electron dose at electron energy Ee = 500 eV. Source: Reprinted with permission from
Malyshev and Naran [81], Fig. 1. Copyright 2012, Elsevier.

The total amount of desorbed gas is usually normalised to the total irradiated
area of vacuum chamber, A:

NA(D) = N(D)
A

; ΘA(D) = Θ(D)
A

. (4.31)

These amounts obtained in the ESD experiments can be plotted in two
ways:

– ESD as a function of amount of desorbed gas (see Figure 4.21 for the same data
as shown in Figure 4.20).

– Amount of desorbed gas as a function of electron dose (see Figure 4.22 for the
same data as shown in Figure 4.20 and Figure 4.21).

4.5.4 Effect of Pumping Duration

It is well known that pressure in vacuum chamber slowly decreases with pumping
time. In application to particle accelerator, we need to know how the ESD yields
depend on the duration of pumping. The comparative study on the 316LN stain-
less steel and aluminium chambers measured after bakeout following short and
long pumping times was reported in Refs. [78, 79]. The 316LN stainless steel sam-
ples were baked to 250 ∘C for 24 hours, and the ESD yields from a sample pumped
for 24 days are∼10 lower than from a similar sample pumped for 24 hours (1 day).
The aluminium samples were baked to 220 ∘C for 24 hours, and the ESD yields
from an aluminium sample pumped for 26 days are practically the same for H2
and factor 1.5–3 lower for other gas species than from a similar sample pumped
for 1 day.



4.5 Electron-Stimulated Desorption 115

Figure 4.19 ESD yields from
different materials baked to
150 ∘C for 24 hours and then
to 300 ∘C for 2 hours as a
function of electron dose.
Source: Reprinted with
permission from
Gómez-Goñi and
Mathewson [76], Figs. 3–5.
Copyright 1997, American
Vacuum Society.
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Figure 4.20 ESD yields from
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250 ∘C for 316L stainless steel and
copper and to 220 ∘C or AA6082
aluminium, for 24 hours) as a
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Source: Original data reported in
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Figure 4.21 ESD yields as a
function of amount of desorbed
gas for the same data as shown in
Figure 4.20.
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The main conclusion is that long pumping after bakeout indeed helps to reduce
ESD yields from a metal vacuum chamber, but it is too early to speculate how
strong this effect could be in accelerator vacuum chamber. More data should be
collected in the future.

4.5.5 ESD as a Function of Electron Energy

Different electron energies were used for ESD studies in different laboratories,
for example, 1.5 keV in LBL [72], 3 keV and KEK [77], 300 eV [76], and 1.4 keV
[74] at CERN and 500 eV in ASTeC [79]; therefore the ESD yield dependence on
the electron energy should be taken into account in comparing different results.

The ESD yields depend on the energy of incident electrons, as demonstrated
in a few studies [73, 75, 82]. The challenge in such a study is that the measure-
ments should be done on a surface under the same condition, while during the
ESD measurements the surface is bombarded, outgasses, and therefore is not
the same as initially for the next measurement. Therefore, two different methods
were applied.

First method was using a few samples made of the same materials and prepared
and treated together; then the measurements were performed following exactly
the same procedure [75, 82]. The measurements of four unbaked OFHC copper
samples, shown in Figure 4.23, were performed at 20, 50, 100, and 300 eV after
the same electron dose of D = 1.4× 1017 e−/cm2. The slope of the ESD yield as a
function of the electron energy E can be described as 𝜂e(E) ∝ E𝛽 where 𝛽 ≈ 0.85
in these experiments.

Another method was to measure the ESD yields as a function of electron
energy after a very large dose. In two examples, 𝜂e(E) for a stainless steel sample
baked to 250 ∘C for 24 hours and for aluminium alloy AA6082 baked to 250 ∘C
for 24 hours, shown in Figure 4.24a,b, were measured in the energy range
between 40 eV and 5 keV after reaching an electron dose of D≈ 1021 e−/cm2

[78, 79]. The ESD yield at 500 eV measured before and after the energy scan were
the same, verifying that there were no conditioning effects during the energy
scans.

A different method was employed in Ref. [82]: three identical 316L stainless
steel samples S1, S2, and S3 went through the same cleaning, installation, and
bakeout procedure (at 250 ∘C for 24 hours), when the samples underwent the
same two-stage experimental procedure.

In Stage 1, the samples were bombarded with electrons with different electron
energies: 50, 500, and 5000 eV, correspondingly, reaching an accumulated elec-
tron dose of between 1× 1023 and 2× 1023 e−/m2. The measured ESD yields for
H2 are shown in Figure 4.25a, where the behaviour of ESD yields for other species
is very similar. The initial ESD yields are higher for higher energy of impact elec-
trons. However, the ESD yields decreases with electron dose slightly quicker for
greater electron energy; therefore, similar ESD yields for the same gas species
were measured at an approximate dose of 1023 e−/m2. The same ESD results plot-
ted as a function of amount of desorbed gas (see Figure 4.25b) demonstrate that
the ESD yields at 50 eV are 10–100 times lower than those measured at 5 keV for
the same amount of desorbed gas.
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Figure 4.23 ESD yields of unbaked OFHC copper as a function of electron energy at the dose
D = 1.4× 1014 e−/cm2. Source: Reprinted with permission from Billard et al. [75], Fig. 5.
Copyright 2000, CERN.

In Stage 2, an energy scan was performed with samples S1 and S2 by increasing
electron energy from 10 eV to 6.5 keV and then decreasing it back to 10 eV. The
results obtained in Stage 2 are in good agreement with those obtained in Stage
1: i.e. ESD yields at 50, 500, and 5000 eV in Stage 2 (energy scan) experiments
for samples S1 and S2 are less than a factor of 2, different from those obtained in
Stage 1 for S1 at 50 eV, for S2 at 500 eV, and for S3 at 5000 eV for the same Q. Also,
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Figure 4.24 ESD yield as a function of electron energy: (a) for stainless steel sample baked at
250 ∘C for 24 hours at the dose D = 7× 1021 e−/cm2 and (b) for aluminium sample baked at
220 ∘C for 24 hours at the dose D = 1.3× 1022 e−/cm2. Source: (a) Reprinted with permission
from Malyshev et al. [78], Fig. 7. Copyright 2010, American Vacuum Society. (b) Reprinted with
permission from Malyshev et al. [79], Fig. 7. Copyright 2011, Elsevier.

one can see that conditioning during the energy scan is very strong for sample S1,
quite significant for sample S2.

All these results are in agreement that for the same state of the surface, the
ESD yield increases the electron energy E in the range between 10 eV and
6.5 keV. Further studies are required if the data are needed for higher electron
energies.
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Figure 4.25 The H2 ESD yields for 316L stainless steel samples baked at 250 ∘C for 24 hours for
four different gas species (a) as a function of electron energy dose and (b) as a function of
desorbed gas. Source: Reprinted with permission from Malyshev et al. [82], Figs. 2 and 3.
Copyright 2013, American Vacuum Society.

4.5.6 Effect of Bakeout on ESD

The effect of bakeout was demonstrated in a detailed study at CERN in 1978
[74]. The ESD yields were measured for 316LN stainless steel, titanium alloy
(TiAl6V4), OFHC copper, and aluminium alloy (5086) before bakeout and after
bakeout to temperatures ranging from 150 to 600 ∘C for stainless steel, titanium
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alloy, and OFHC copper and ranging from 150 to 300 ∘C for aluminium alloy.
The electron energy was 1.4 keV for all materials except for aluminium alloy
bombarded with electron energy of 600 eV.

The results shown in Figure 4.26 demonstrate that the ESD yields for H2, CH4,
CO, and CO2 were reduced after bakeout. In general, the higher bakeout tem-
perature, the lower the ESD yields. Thus, in comparison to unbaked samples, the
ESD yields after bakeout to 300 ∘C are lower by a factor of 4–10 for stainless steel,
20–40 for titanium alloy, 10–20 for OFHC copper, and 30–100 for aluminium
alloy. Note that a vacuum chamber made of OFHC copper or aluminium alloy
should not be baked to 300 ∘C.

In the reported study only stainless steel and aluminium alloy samples were
baked to 150 ∘C, showing interesting results: the ESD yields obtained after
the bakeout to 150 ∘C (except for H2 on stainless steel) are lower than or
comparable to the ones after the bakeout to 200 ∘C. This local minimum could
be explained as follows. The ESD yield is proportional to gas concentration
in the near-surface layers. This concentration is affected by two competing
processes that may have a different dependence on temperature: (i) a depletion
of near-surface layers from the gases initially contained there by outgassing into
vacuum and (ii) increasing due to the gas diffusion from the deeper layers of the
samples. As a result, the initial ESD yields for samples baked to 150 ∘C at least
as low as for ones baked to 200 ∘C. Thus from a practical point of view for an
accelerator vacuum chamber, the bakeout to 150 ∘C could be more cost efficient
than to 200 ∘C considering that bakeout to 150 ∘C temperature will require a
lower electricity consumption and shorter bellows to compensate for vacuum
chamber temperature expansion and allows to reach similar or even lower ESD.
Unfortunately, only initial ESD were studied in this work; thus one could not
generalise this to large electron dose without mere experimental studies.

For more significant reduction of ESD yields, the bakeout temperature of
250–300 ∘C could be applied to stainless steel vacuum chamber.

Water could be significant or even the main gas in unbaked vacuum chambers;
however, the highest ESD yield is always for H2 (for both unbaked and baked
samples) followed by CO, CO2, and CH4. In an unbaked vacuum chamber, the
ESD yield for H2O could be comparable to CO or CO2 (see Figures 4.17 and 4.23),
but its significance is much reduced after bakeout (see Figures 4.20 and 4.18).

4.5.7 Effectiveness of Surface Polishing and Vacuum Firing on ESD

In the previous section it was shown that the reduction of thermal outgassing
from stainless steel can be achieved by surface polishing and vacuum firing. The
aim of this study reported in Ref. [83] was to identify the effectiveness of sur-
face polishing and vacuum firing for reducing ESD from 316LN stainless steel.
The four samples studied were made of 316LN stainless steel. Sample S1 was not
polished, while the inner surfaces of samples S2, S3, and S4 were polished by
the manufacturer using different techniques. Before the experiments the samples
were all treated using the same procedure for installing, pumping, and bakeout to
250 ∘C for 24 hours. After a seven-day duration bombardment with 500 eV elec-
trons, each sample was removed to be vacuum fired to 950 ∘C for two hours at



100 200 300 400 5000 600 0 100 200 300

Temperature [°C]Temperature [°C]

0
10–4

10–3

10–2

0.1

1

10

100

100

η 
[m

ol
ec

ul
es

/io
n 

or
 m

ol
ec

ul
es

/e
le

ct
ro

n]

10–4

10–3

10–2

0.1

1

10

100

η 
[m

ol
ec

ul
es

/io
n 

or
 m

ol
ec

ul
es

/e
le

ct
ro

n]

10–4

10–3

10–2

0.1

1

10

100

η 
[m

ol
ec

ul
es

/io
n 

or
 m

ol
ec

ul
es

/e
le

ct
ro

n]

10–4

10–3

10–2

0.1

1

10

η 
[m

ol
ec

ul
es

/io
n 

or
 m

ol
ec

ul
es

/e
le

ct
ro

n]

200

ISD

H2

CO2

CH4

CO

H2

CO2

CH4

CO

ESD

300

Temperature [°C]

400

Ti alloy

Al alloy

316LN stainless steel

OFHC Cu

500 600

0 100 200 300

Temperature [°C]

400 500 600

Figure 4.26 The effect of bakeout temperature on the ISD and ESD yields for 316LN stainless steel, titanium alloy (Ti–Al6–N4), OFHC copper, and aluminium
alloy (5068) samples bombarded with 15N2

+ ions and electrons at 1.4 keV. Source: Achad et al. 1978 [74], Figs. 1, 2, 5, and 6. Reproduced with permission of
Elsevier.
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a pressure of ∼10−5 mbar. When the firing process was completed, the samples
were vented with nitrogen, exposed to air for several hours, and pumped out and
baked out to 250 ∘C for 24 hours. Then the electron bombardment with 500 eV
electrons was performed for another week.

All polished samples (S2, S3, and S4) demonstrated very similar result; thus
only the results for samples S1 and S3 are shown in Figure 4.27. The results
demonstrated that similarly to the thermal outgassing the ESD can be reduced
with vacuum firing, but unlike the thermal outgassing, the fine surface polishing
of the surface has either no effect to or could even increase the ESD yields.

Thus vacuum firing is a very effective technology for reducing ESD, while the
costly and time-consuming surface polishing is an unnecessary treatment for vac-
uum improvement. However if surface polishing is required for other reasons
(such as surface impedance), it should be preferably followed by vacuum firing to
avoid degradation of vacuum.

4.5.8 A Role of Oxide Layer on Copper

The efficiency of copper surface preparation was studied at KEK [77]. Copper
surface has an oxide layer that affects the ESD. To remove the natural oxide layer,
four OFC (ASTM C10100) samples were etched with sulphuric acid and hydro-
gen peroxide (SH), or with citric acid (CT) or consequently with both (SH+CT).
The results reproduced in Figure 4.28 demonstrate that for the total ESD yields as
a function, the thickness of the oxide layer is decreasing with it because the total
surface density of oxygen and carbon atoms is also increasing with the oxide layer
thickness. However, it should be noted that etching with SH was more efficient
to reduce initial ESD than CT or SH+CT.

4.5.9 Effect of Surface Treatment

The efficiency of stainless steel (304) surface treatment was studied at BNL (USA)
[84]. The treatment procedures were the following:

(1) A degrees treatment (a soap wash, H2O rinse, acetone and methanol rinse,
air dry).

(2) A degrees treatment followed (as in item (1)) by an acid cleaning (five-minute
dip in a solution of 1/3 HF, 1/3 HNO3, 1/3 H2O).

(3) A degrees treatment followed by an acid cleaning (as in item (2)) with subse-
quent hydrofluoric acid dip without subsequent H2O rinse.

Before ESD measurements, the samples were pumped, baked to 200 ∘C for
60 hours, and cooled down to room temperature. The results for three treatment
procedures are shown in Table 4.4.

4.5.10 Effect of Vacuum Chamber Temperature

The effect of vacuum chamber temperature on ESD and PSD will be discussed in
Section 4.6.7.
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Table 4.4 ESD from 304 stainless steel with 500 eV
electrons after three treatments procedures.

ESD yield [molecules/electron]

Gas (1) Degrease (2) Acid (3) HF

H2 0.18 0.09 0.04
CO 0.05 0.01 0.02
CO2 0.16 0.02 0.05
CH4 0.003 0.001 0.001

Source: Edwards 1979 [84]. Reproduced with
permission of American Institute of Physics.

4.6 Photon-Stimulated Desorption

4.6.1 PSD Definition and PSD Facilities

Many modern high energy accelerators and storage rings produce SR in their
dipoles, quadrupoles, wiggelers, and undulators. The characteristics of SR and
their relation to beam parameters are described in Chapter 4. In this section we
will focus one of the most important sources of gas in the presence of SR called
photon-stimulated desorption (PSD). PSD can arise from several different mech-
anisms such as direct excitation, ionisation, electron-hole generation by photon,
SR power dissipation in the bulk due to photon or plasmon excitation, etc. [85].
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For our purpose, the PSD can be considered as a two-step process. First, photons
with energy >10 eV cause the photoelectron emission (PEE), then the photoelec-
tron stimulate gas desorption [86–90]. Direct photon–molecular interactions are
negligible. Gas molecules may desorb from a surface when and where photoelec-
trons leave and arrive at the surface. Therefore, to specify where PSD takes place,
one should consider not only where SR irradiates a surface in vacuum but also
where the photons after initial contact with a wall can be reflected to and where
the emitted photoelectrons can arrive to (see Figure 4.29).

The PSD results are reported in terms of PSD yields, which are defined as
a number of gas molecules desorbed from the surface per incident photon, 𝜂

𝛾

[molecules/photon]:

𝜂
𝛾

[
molecules

photon

]
=

Q[Pa⋅m3∕s]
kBT[K]Γ[photon∕s]

, (4.32)

where Q is a flux of molecules desorbed due to photon bombardment with the
photon flux Γ.

To study the PSD from various surfaces and materials, one needs a source of SR,
and this could be generated at charge particle accelerators only. A research facility
could either be built on a specialised SR beamlines or be a section of vacuum
chamber of an operating machine with SR. A few most commonly used layouts
of the facility for PSD measurements are shown in Figure 4.30. In all examples,
the SR beamline is equipped with a safety shutter (SS) to stop photon irradiation,
insulating vacuum gate valve (V ) to separate the experimental facility from the SR
beamline, and horizontal and vertical SR beam collimators (Ch and Cv) followed
by and luminescent display (LD) to control, observe, and measure the SR beam
size. The vacuum conductance method (see Figure 4.30a,b) is the most common
for the gas flow measurements. In this case, the PSD yields for each gas i are
calculated as

𝜂
𝛾i

[
molecules

photon

]
=

(P1,i − P2,i)[Pa]Ci[m3∕s]
kBT[K]Γ[photon∕s]

. (4.33)

Three gauge method shown in Figure 4.30c is used for tubular samples
with a large aspect ratio R = L/a, where L is the sample length and a is its

H2O
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H2

H2

CH4

CH4

e–
e–

e–
γ

γCO2

CO2CO

CO

Figure 4.29 SR photons can stimulate PSD or photoelectrons or be reflected; photoelectrons
can cause ESD at the interaction with walls; reflected photons can stimulate PSD or
photoelectrons or be reflected again.
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Figure 4.30 Typical layouts for PSD measurements on SR beamline: (a) for small samples and
(b) for tubular samples based on a known vacuum conductance C between the test chamber
with a sample and a pump chamber and (c) a three-gauge method based on a sample vacuum
conductance.

cross-sectional size. The advantage of this method is that this geometry better
represents the accelerator vacuum chamber and the pressure P2 is measured in
the middle of the sample. There the pressure has its highest value. A combined
collector–calorimeter Cpe at the end of the beamline allows measuring an SR
photon flux power and photoelectron current to compare full SR (when SR
passed through vacuum chamber without irradiating test vacuum chamber) and
reflected SR (when sample chamber is irradiated).

Significant progress in studying the PSD for different materials and treatments
was made in the end of 1980 to 1990 in NSLS (Brookhaven, USA), CERN
(Geneva, Switzerland), KEK (Japan), LURE (Orsay, France), ESRF (Grenoble,
France), and BINP (Novosibirsk, Russia). Such studies for new materials, new
cleaning procedures, and different experimental conditions continue also in
present time. Similarly to thermal desorption and ESD, the PSD depends on the
choice of material, cleaning procedure, surface processing (etching, polishing,
coatings, etc.), history of material, bakeout procedure, and pumping time.
Additionally it depends on the energy of photons (critical energy of SR), photon
flux, integrated photon dose, temperature, etc. The main results of these studies
are summarised in the following.
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4.6.2 PSD as a Function of Dose

The gradual reduction of pressure in an electron and positron storage ring with
SR generated by the circulating electron or positron beam is by now well known
[91–93]. This phenomenon called ‘beam conditioning’ or ‘beam scrubbing’ has
originally a phenomenological basis, that is, the experience of operational storage
rings around the world as well as the results obtained on dedicated facilities for
PSD studies. The results were reported in many articles, for example, [94–108].

PSD yields are studied as a function of accumulated photon dose, D. The typical
results are shown in Figure 4.31. The PSD yields decrease with accumulated pho-
ton dose, the slope of the curve changes with the dose, and it can be described
with

𝜂(D) = 𝜂0

( D + D1

D0 + D1

)𝛼

; (4.34)

where 𝜂0 is an initial PSD yield measured at a small accumulated photon dose D0
(a first measured data point with a low as possible dose), an accumulated photon
dose D1 is a conditional dose when for D≥D1 the slope of the curve does not
change anymore; the exponent 𝛼 lies between 2/3≤ 𝛼 ≤ 1 for vacuum chambers
at room temperature. Parameters 𝜂0, D0, D1, and a in Eq. (4.34) could be found
by fitting experimental data.

For doses D≥D1 the Eq. (4.34) could be simplifies as

𝜂(D) = 𝜂(D∗)
(D∗

D

)𝛼
; (4.35)

where an accumulated photon dose D* and a corresponding PSD yield 𝜂(D*) can
be taken at any point on this slope. Note that in some experiments there is an
initial grow in PSD at the beginning of SR irradiation and/or after every inter-
ruption in SR. This relates to a transition between a quasi-equilibrium balance
of desorption–absorption processes on the surfaces of vacuum chamber without
SR and with SR.

Let us compare two experimental results obtained by Foerster et al. at NSLS
[95] and Herbeaux et al. at LURE [105] on desorption from a stainless steel vac-
uum chamber pre-baked at 200 ∘C for 24 hours (but not baked in situ) by SR with
critical photon energies 𝜀c = 500 eV and 𝜀c = 3.35 keV, respectively. Although the
initial values of the PSD yields at a dose of 1019 photon/(s⋅m) found by Herbeaux
is about four times higher than that measured by Foerster, the difference at doses
of 1022–1023 photon/m is already negligible and may be related to the different
photon critical energies. Herbeaux finds 𝛼 = 1, while Foerster, 𝛼 = 2/3. These
results could be compared for CO as it is shown in Figure 4.32. This observa-
tion is confirmed by PSD measurements at other experiments concluding that
the exponent 𝛼 is usually measured 𝛼 ≈ 1 in the experiments with the critical
photon energy in the range 1 keV<𝜀c < 8 keV, while 𝛼 ≈ 2/3 in experiments with
180 eV<𝜀c < 600 eV.

4.6.3 PSD for Different Materials

PSD depends on the choice of material. The main interest in PSD studies was on
copper, aluminium, stainless steel, and copper plated stainless steel [91–108, 110];
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however the results for less common materials such as titanium and beryllium
[111, 112] have also been reported.

The results of comparative study of PSD from stainless steel baked to 300 ∘C for
24 hours and aluminium and copper baked to 150 ∘C for 24 hours are shown in
Figure 4.33 [110]. One can see that the main desorbed species in a baked vacuum
chamber are H2, CO, CO2, and CH4, shown in order of significance. In unbaked
chambers, PSD of water could be significant and even dominant.

One should use the data with great care because there are many effects that
could affect the results:

1. Production process may vary from one manufacturer to another and change
with time even at the same place affecting composition, structure, and impu-
rities. A little change in production technology may greatly affect vacuum
properties of the material. Especial attention should be paid to
a. what technology and procedures were applied for vacuum chamber pro-

duction: rolled metal sheet shaped and welded into the vacuum chamber
or rolled tubes, extruded, or machined from a single piece;

b. whether the metal blank was forged before machining;
c. what type of welding and brazing is applied;
d. if there were changes in manufacturing process, some modifications in it

that do not affect the mechanical properties of the material may have a high
impact on desorption.
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2. Cleaning procedure (discussed in Section 4.3).
3. Additional surface preparation technologies could be applied such as etching,

polishing, argon discharge cleaning, coatings, etc.
4. Bakeout: vacuum firing, ex situ and in situ bakeout.
5. Photon critical energy.
6. Angle of interaction.
7. Temperature of vacuum chamber.

Since technologies are developing and changing, new alloys and materials
could appear on a market, different manufacturers may provide the raw mate-
rials with different properties; thus vacuum properties of the same type of
material may vary significantly. Thus, the literature data is giving just a range
of possible PSD values. To minimise such an uncertainly in a design of an
accelerator, the most practical approach applied for large project was to perform
a set of PSD measurements of a vacuum chamber prototyped from potential
manufacturer(s).
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4.6.4 PSD as a Function of Amount of Desorbed Gas

The total amount of each gas desorbed in PSD experiments as a function of elec-
tron dose can be calculated as follows:

N(D)[molecules] =
∫

t

0
𝜂
𝛾
(ta)Γ(ta)dta =

∫

D

0
𝜂
𝛾
(Da)dDa or

Θ(D)[Pa⋅m3] =
∫

D

0
QPSD(Da)dDa = kBT

∫

D

0
𝜂
𝛾
(Da)dDa. (4.36)

The total amount of desorbed gas is usually normalised to the length of vacuum
chamber, L, or to its total area, A:

NL(D) = N(D)
L

; NA(D) = N(D)
A

;

ΘL(D) = Θ(D)
L

; ΘA(D) = Θ(D)
A

. (4.37)

These amounts obtained in the ESD experiments can be plotted in two ways:

– PSD as a function of amount of desorbed gas (see Figure 4.34 for the same data
as shown in Figure 4.33).
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– Amount of desorbed gas as a function of electron dose (see Figure 4.35 for the
same data as shown in Figures 4.33 and 4.34).

The PSD results can also be presented as shown in Figure 4.36 for an aluminium
alloy (6063-T5)-extruded chamber after Ar discharge cleaning at NSLS [92].

4.6.5 PSD as a Function of Critical Energy of SR

The critical energy is one of the parameters for PSD. Most of the studies on
PSD as a function of critical energy were done at CERN. It was shown that PSD
yield changes with the photon critical energy: PSD yields are directly propor-
tional to the critical photon energy 𝜀c when 𝜀c ≤ 1 keV [113] (see Figure 4.37),
weakly increases with 𝜀c when 1 keV<𝜀c < 100 keV [113, 114] and directly pro-
portional to either 𝜀c (∝E3) or to the SR power (∝E4) when 𝜀c ≥ 100 keV [114]
(see Figure 4.38). Schematically, this dependence of PSD yields (normalised to
PSD yield at 𝜀c = 1 keV) as a function of critical energy can be plotted in the range
10 eV≤ 𝜀c ≤ 10 MeV as it is shown in Figure 4.39 [115]. Note that this dependence
on critical photon energy was shown for the surfaces under the same conditions
of the surface and material. That means that it is valid for either initial PSD (no
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pre-conditioning with SR) or an initial difference after changing photon criti-
cal energy. Thus two similar vacuum chambers eradicated by SR with different
critical energies 𝜀c1 and 𝜀c2 behave as follows:

– The initial PSD yields can be scaled with 𝜀c as shown in Figure 4.39.
– The PSD yields of these vacuum chambers after the same photon dose cannot

be scaled with 𝜀c. The total amount of desorbed gas from a vacuum chamber
bombarded by photons with higher 𝜀c is higher: i.e. it is better conditioned,
and thus these chambers are different.

– However, if critical energy 𝜀c was changed at any dose at either of these vacuum
chambers, the initial PSD change will be scaled with 𝜀c as shown in Figure 4.39.

4.6.6 Effect of Bakeout

Proper cleaning procedures, pre-baking, and baking in situ will lower the dose
required to obtain a required value of the PSD yields. The comparison of baked
and unbaked samples was done in many publications. The main concussion of
these studies can be summarised as the following (see Table 4.5):

– In the unbaked vacuum system, 𝜂H2O could be the highest or significant yield,
a bakeout with T > 120–150 ∘C allows to reduce H2O to negligible level.



138 4 Sources of Gas in an Accelerator Vacuum Chamber

10
10–6

10–5

10–4

P
ho

to
de

so
rp

tio
n 

yi
el

d 
[m

ol
ec

ul
es

/p
ho

to
n]

10–3

10–2

100

Critical energy [eV]

LHC SSC

BNL DCISS 316LN

EPA

CO2

H2
CH4
CO

1000 10 000

10
10–6

10–5

10–4

P
ho

to
de

so
rp

tio
n 

yi
el

d 
[m

ol
ec

ul
es

/p
ho

to
n]

10–3

10–2

100

Critical energy [eV](b)

(a)

LHC

SSC

BNL DCIOFHC Cu

EPA

CO2

H2

CH4
CO

1000 10 000

Figure 4.37 The PSD yields as a function of critical photon energy for 316LN stainless steel (a)
and copper (b). Source: Reprinted with permission from Gomez-Goni et al. [113], Figs. 2 and 4.
Copyright 1994, American Vacuum Society.

– Bakeout to all temperatures allows reducing the PSD yields for all species, and
the ratios between these species (except for H2O) remain practically the same.

– A further reducing of PSD yields can be achieved by increasing the tempera-
ture or longer bakeout at the same temperature.

The H2 PSD yields for different bakeout procedures were intensively studied
for 𝜀c = 284 eV on VEPP-2 in BINP (Novosibirsk, Russia) by a team led by
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Dr. Anashin. The results were only presented in the author’s PhD thesis [97], so
they are reproduced here (see Figure 4.40). The samples were 1-m-long tubes
with an inner diameter ID = 32 mm. One can see that by applying an in situ
bakeout (up to 350 ∘C for 24 hours) and/or vacuum firing (950 ∘C for two hours),
the initial PSD yields can be reduced up to two orders of magnitude. However,
the significance of this difference reduces with the photon dose and there is no
significant difference between baked and unbaked vacuum chambers at every



140 4 Sources of Gas in an Accelerator Vacuum Chamber

Table 4.5 Impact of various bakeout procedures on stainless steel vacuum chamber.

Bakeout Impact Comment

In situ at 150 ∘C for 24 h Reduction of 𝜂H2O by 5–10
times; reduction of initial
PSD yields for other
species by 2–4 times

Reducing bakeout temperature
to 120 ∘C requires increasing of
bakeout duration to a few days

In situ at 300–350 ∘C
for 24 h

Reduction of initial 𝜂H2

by 10–20 times, for other
species by 7–15 times

—

Ex situ at 250–300 ∘C
for 24 h

Reduction of initial 𝜂H2

by 5–10 times, for other
species by 4–8 times

Keep in vacuum; minimise vent
to air during installation; purge
with dry air, N2, or noble gases

Vacuum firing at 950 ∘C
for 1–2 h at
P< 10−5 mbar

Hydrogen depletion in the
bulk of vacuum chamber
material

Keep in vacuum or fill with N2
or noble gas

No in situ bakeout after
vacuum firing

Reduction of 𝜂H2
by ∼1.5–2

times
—

In situ bakeout after
vacuum firing

Reduction of 𝜂H2
by

∼20–50 times
—

photon dose greater than 3× 1022 photons/(s⋅m). This means that the same
PSD yields can be achieved either by bakeout or by operating machine for a
longer time relying on beam scrubbing (conditioning), whichever is optimum
for machine operation based on available resources, funds, and time. The only
exception is the result for stainless steel baked in situ to 350 ∘C for 24 hours,
where the difference to unbaked chamber remains the same up to the highest
dose in the experiment of 3× 1021 photon/(s⋅m).

Another conclusion was that using elements made of copper, copper coating,
or copper lamination inside the vacuum chambers should not affect the PSD
significantly.

4.6.7 Effect of Vacuum Chamber Temperature

Although we are discussing the input data for machines operating at room tem-
perature, the temperature of vacuum chamber and/or its components may vary.
The temperature of vacuum chamber may increase during the machine operation
due to SR, impedance losses, electron multipacting, heat from warmer compo-
nents (e.g. hot cathode vacuum gauges or magnets), etc. Even when the vacuum
chamber is cooled with cooling water, the vacuum chamber temperature may
vary because the temperature of cooling water could increase along its path (as it
absorbs the heat from the vacuum chamber), the power dissipation on vacuum
chamber could be non-uniform, heat capacity of various components is different,
etc. As a result a change in vacuum chamber temperature may affect the pressure
inside the vacuum chamber.
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Unfortunately, little experimental data are available, as only three papers with
relevant information were found.

The only study on PSD as a function of vacuum chamber temperature was
reported in Ref. [101]. PSD yields were compared at +33 and +70 ∘C for a
well-conditioned copper vacuum chamber, and a ratio of the PSD yields is
close to one for many species: 𝜂

𝛾
(70 ∘C)/𝜂

𝛾
(33 ∘C) = 1 for H2, 1.01 for CH4,

1.15 for CO, and 1.67 for CO2. However it is much higher for O2 and H2O:
𝜂
𝛾
(70 ∘C)/𝜂

𝛾
(33 ∘C) = 4.5 and 5.7, correspondingly. It was summarised as

follows: ‘With the chamber heated to 70 ∘C, the photodesorption yields for
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H2O and O2 increased but the others remained relatively independent of the
temperature’.

Two other papers report ESD results. In Ref. [116] the ESD yields for 316LN
stainless steel, aluminium, and copper were compared at room temperature and
200 ∘C. Almost no difference in ESD yields was detected for these samples, with
an exception for water that increases with temperature. The results reported in
Ref. [80] lie in the range of temperatures between−20 and+70 ∘C. The ESD yields
for 316LN stainless steel samples were measured at three different temperatures:
−5, +20, and +70 ∘C. The ESD yields as a function of electron dose for three sam-
ples at these temperatures show very similar results. After long-term electron
bombardment at fixed temperature, the ESD temperature dependence was also
measured for each sample as a function of temperature between −15 and +70 ∘C.
It was found that the ESD yields increase with temperature (see Figure 4.41) and
this dependence is weak for H2 and increases with a molecular mass reaching a
maximum difference for CO2: 𝜂e(+70 ∘C)/𝜂e(−15 ∘C)≈ 3.

The main conclusion is that the vacuum chamber temperature is not critical in
most cases for accelerator vacuum system design. The change of PSD and ESD
yields with temperature is quite small compared to desorption yield uncertainties
and the significant reduction with an accumulated electron dose.

Note: The PSD at cryogenic temperatures is discussed in Chapter 7.

4.6.8 Effect of Incident Angle

In accelerator vacuum chambers, the SR photons may incident the surface at var-
ious angles from grazing incidence on vacuum chamber walls to normal incident
at scribers, collimators, and SR absorbers. A few studies were reported to study
how the incident angle can affect PSD.
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Figure 4.41 The ratio 𝜂e(T)/𝜂e (20 ∘C) as a function of wall temperature. Source: Reprinted with
permission from Malyshev and Naran [81], Fig. 2. Copyright 2012, Elsevier.
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PSD has the lowest value at normal incident (Θ = 90∘, see Figure 3.1) and
increases with decreasing incident. This effect was demonstrated on PSD mea-
surements from copper as a function of incident angle at critical photon energy
of 𝜀c = 7 keV [117]. The results are shown in Figure 4.42 as a function of absorber
angle measured from normal, i.e. for an angle equal to (90∘ −Θ). One can see
that there is an insignificant difference in PSD between the results obtained for
an incident angles in the range 60<Θ< 90∘; however for smaller angles the differ-
ence in PSD is rapidly increasing reaching approximately a factor of 2.6 atΘ< 20∘.

PSD yields from an aluminium alloy A6061 were examined both normal and
grazing incidence Θ = 10∘ (175 mrad) with a few different photon energies on
a beamline at the Photon Factory (KEK, Tsukuba, Japan) [90]. It was found that
the PSD yield at critical photon energy of 𝜀c = 4 keV at an incidence Θ = 10∘ was
about four times higher than those at normal incidence.

These conclusions confirm earlier results published in Refs. [91, 112].
It should be noted that the results discussed previously correspond to absorbed

photons.
After interacting with a wall surface, photons can be absorbed, transmitted,

or reflected: (diffusional, specular, or backscattered). These effects depend on
an incident angle Θ, as described in Chapter 3. Thus calculation of the total
PSD from accelerator vacuum chamber should include not only the PSD due to
absorbed photons. The reflected photons should carefully be included in the
calculation of PSD from different parts of the vacuum chamber. Due to the
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photon reflectivity, the intensity of absorbed SR could be different from the
intensity of direct incident SR. Furthermore, in all machines with SR, there are
parts of a vacuum chamber that are not irradiated by direct SR, i.e. considered
as being ‘in shadow’ with no PSD and PEE. However, the reflected photons can
irradiate these ‘shadowed’ locations and cause PSD and PEE.

Absorbed photons can cause PEE, the PSD yield also depends on an incident
angle Θ. The electrons may cause ESD where they hit the vacuum chamber wall;
thus the photoelectron trajectories have to be considered in the gas desorption
pattern from different parts of the vacuum chamber.

Transmitted photons do not play any role in vacuum if they leave vacuum
chamber, but may have to be considered if they interact with in-vacuum
components.

4.6.9 PSD versus ESD

At the beginning of this chapter, we have already mentioned that the PSD can be
considered as a two-step process: PEE and ESD. Thus, how can the ESD results
be used when no PSD data are available?

First of all, as ESD is a part of PSD process, then the data obtained with ESD
allow comparing the effectiveness of different cleanings, treatments, coatings,
and fictional dependence of ESD on dose and temperature. For example, if clean-
ing or treatment Procedure A is reducing the ESD yields in comparison to Proce-
dure B, the one should expect that it will similarly reduce the PSD yields as well.

A comparative study of PSD and ESD yields on identically prepared samples
measured at the DCI storage ring at LURE (Orsay, France) was reported for two
different alloys (aluminium type IS0 AlMgSi and a high temperature steel type
‘Nimonic’) in Ref. [88]. The PSD yields obtained with a critical energy of the pho-
ton spectrum was 𝜀c = 713 eV and the ESD yields were obtained with a 500 eV
electrons. It was reported that

in view of the different primary incident particles, a direct comparison of
the desorption yield expressed as molecules per photon and as molecules
per electron cannot be made. However, it has been found that satisfactory
agreement may be obtained if the data are expressed in terms of the des-
orbed molecules per photoelectron for PSD and converted to desorbed
molecules per secondary electron for ESD.

PSD and ESD yields were also studied from an aluminium alloy A6061 on a
beam line at the Photon Factory (KEK, Tsukuba, Japan) [90] and from an alu-
minium alloy A6082 on a beamline on Electron Positron Accumulator (EPA) at
CERN [118]. A similar conclusion was reported:

The photoelectron emission is the most dominant process determining the
PSD by synchrotron radiation The PSD yield is approximately proportional
to the calculated photoelectron yield, though it is slightly different from the
photoelectron yield obtained in this experiment.
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Therefore, in the absence of PSD data, the combined PEE and ESD data can be
used to calculate (to estimate) the PSD yields.

4.6.10 How to Use the PSD Yield Data

4.6.10.1 Scaling the Photon Dose
Most of the PSD data are reported in respect to linear photon flux
Γ [photon/(s⋅m)] and linear dose D [photons/m]. This is convenient when
the cross-sectional dimensions in the experiment and in the designed future
machine are the same. Thus most of the data were obtained with circular
or elliptic tubes with a cross section similar to a machine designed by the
research team at the time. However, if the vacuum chamber cross sections in
the experiment and design are significantly different, the data should be used
with care.

As it was mentioned previously, gas molecules are desorbed from a surface
when and where the photoelectrons leave and arrive at a surface and the reflected
photons and their photoelectrons can reach, so in a circular or elliptic tubes whole
surface is desorbing. Therefore, the dose could be normalised to the area rather
than length of the sample. For example, if experimental data were for a tube with
d1 = 130 mm [102], and we are designing a vacuum chamber with d2 = 50 mm,
then the dose for using in our design should be scaled as a ratio of sample areas:

Dd2 = Dd1
Area(d2)
Area(d1)

= Dd1
d2

d1
. (4.38)

Thus the original PSD yields data and a new scale for a photon dose calculated as
D2 = 0.38D1 should be used for a design of a vacuum chamber with d2 = 50 mm
as shown in Figure 4.43.

4.6.10.2 Synchrotron Radiation from Dipole Magnets
The photons can be emitted by the charged particle in a magnetic field, and
the source of magnetic field can by any magnet in the machine lattice (dipoles,
quadrupoles, wigglers, undulators). Dipole magnets are the most common
source of SR and can be characterised by bending radius Rd, bending angle 𝜑d,
and the length Ld = 𝜑d Rd. Let’s consider a typical arc design of the storage ring
where straight vacuum chambers with a radius a and a length Ls are placed
between dipoles with vacuum chambers with the same radius and the length Ld
bent with the dipole bending radius Rd, as shown in Figure 4.44 [109].

In the following calculations, the ideal conditions were applied:

– An ideal circular vacuum chamber, where its axis coincides with an ideal beam
orbit.

– The passing beam axis coincides with an ideal beam orbit.

SR generated in a dipole with a bending angle𝜑 can only hit a vacuum chamber
inside this dipole as shown in Figure 4.44 when 𝜑d <Θ0, where Θ0 is defined as

Θ0 = a cos
( Rd

Rd + a

)
. (4.39)
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SR generated at the beginning of a dipole collides with vacuum chamber walls
on distance Ld0 from the end of the dipole:

Ld0 = |Ld −
√

(Rd + a)2 − Rd
2|. (4.40)

Thus, then the condition 𝜑d <Θ0 is met, SR generated in the dipole irradiates a
part of its vacuum chamber of the length Ld0 starting from a first collision point
and the following downstream straight and dipole chambers.
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Outside the dipole the SR irradiates the straight vacuum chamber and part of
the dipole (i+ 1) vacuum chamber from its beginning to distance Ld − Ld0. The
SR incident angle is described as

Θ(z) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Θ0 for − Ld0 ≤ z ≤ 0

a sin

[
(Rd + a)

√
z2 + 2Rda + a2 − zRd

(Rd + a)2 + z2

]
for 0 < z ≤ Ls

a sin

[
(Rd + a)

√
z2 + 2Rda + a2 − zRd

(Rd + a)2 + z2

]

+
z − Ls

Rd
for Ls < z < Ls + Ld − Ld0.

(4.41)

The SR flux intensity on the vacuum chamber wall from a dipole varies along the
vacuum chamber with a longitudinal coordinate z as follows:

Γ(z) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Γ1rad

Rd + a
for − Ld2 ≤ z ≤ 0,

Γ1rad
(Rd + a)

√
z2 + 2Rda + a2 − zRd

[(Rd + a)2 + z2]
√

z2 + 2Rda + a2
for 0 < z ≤ Ls,

Γ1rad
sin(Θ(z))√

z + 2Rda + a2
for Ls < z < Ls + Ld0;

(4.42)

where Γ1rad is a photon flux into 1 rad for electron rings can be calculated as
follows:

Γ1rad[photons∕(s⋅rad)] = 1.28 × 1020E[GeV]I[A]. (4.43)

Figure 4.45 shows an example of the SR photon flux as a function of distance from
dipoles (i− 1), i, and (i+ 1) for the following parameters: E = 3.0 GeV, I = 0.5 A,
B = 1.4 T, Rd = 7.151 m, a = 41 mm, Ld = 0.936 m, and Ls = 15 m. One can
see that in this example the SR incident angle reduces more than 30 times and
the SR photon flux reduces three orders of magnitude on a distance of 15 m from
the end of dipole.

If 𝜑d >Θ0, then SR passes the dipole vacuum chamber without hitting it. Sim-
ilar calculations can be done to write equations for the SR incident angle and the
flux intensity in this case when the SR does not irradiate its source dipole vacuum
chamber and it bombards the following downstream straight and dipole cham-
bers (excluding a part of the straight camber of length Ld0 from the end of the
next dipole).
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4.6.10.3 PSD Yield and Flux as a Function of Distance from a Dipole Magnet
Initial PSD should be quite similar for all parts of the vacuum chamber made of
the same material and treated the same way. However, since the photon intensity
varies significantly along the vacuum chamber, the parts where the SR photon
flux is higher will accumulate a larger photon dose than the parts where the SR
photon flux is lower; therefore, the PSD yield reduces quicker where the SR pho-
ton flux is higher. This is demonstrated in Figure 4.46 for the input data used in
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Figure 4.46 The PSD yield as a
function of distance from a dipole
magnet after different operation
time of the accelerator. Source:
Reprinted with permission from
Malyshev [109], Fig. 5. Copyright
2012, Elsevier.
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the preceding text for Figures 4.32 and 4.45. The result for the PSD gas flow shown
in Figure 4.47 was calculated as

q
[

molecule
s⋅m

]
= 𝜂

[
molecule
photon

]
Γ
[

photon
s⋅m

]
. (4.44)

Such calculations can be done for each gas and used in the gas dynamics models
discussed in the following chapters.

The main conclusion from this model is that only the initial PSD gas flow is
proportional to the incident photon flux and varies in orders of magnitude, while
after the beam conditioning the difference is much smaller. In our example, the
initial difference was three orders of magnitude and it reduces to a factor of 8
after 100 A h conditioning for 𝛼 = 0.65 and to a factor of 1.5 for 𝛼 = 1. This is
quite an expectable result, indeed, for large doses the Eq. (1.2) can be used to
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Figure 4.47 The PSD flux as a
function of distance from a
dipole magnet after different
operation time of the accelerator.
Source: Reprinted with
permission from Malyshev [109],
Fig. 6. Copyright 2012, Elsevier.

write an equation for the distributed gas flux, q(z, t), as a function of longitudinal
coordinate and time:

𝜂(z, t) = 𝜂
∗
(

D(0, t∗)
D(z, t)

)𝛼

D(z, t) = ∫
t

0 Γt(z, 𝜏)d𝜏

⎫⎪⎬⎪⎭ ⇒ q(z, t) = 𝜂(z, t)Γt(z, t). (4.45)

In the case of constant photon flux for Γt(z, t) = Γ(z), the photon dose is
D(z, t) = Γ(z)t; thus q(z, t) can be expressed as

q(z, t) = 𝜂0(D(0, t0))𝛼(Γ(z))1−𝛼t−𝛼 (4.46)

or q(z, t) can be compared to q(0, t):

q(0, t)
q(z, t)

=
(
Γ(0)
Γ(z)

)1−𝛼

. (4.47)
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One can see that for large photon doses the distributed gas flux is independent of
coordinate z and photon flux Γ(z), then 𝛼 = 1, or weakly dependent on coordinate
z and photon flux Γ(z), then 𝛼 = 0.65:

q(0, t)
q(z, t)

=
⎧⎪⎨⎪⎩

1 for 𝛼 = 1(
Γ(0)
Γ(z)

)0.35

for 𝛼 = 0.65.
(4.48)

The real vacuum chamber is usually very different from the ideal geometri-
cal model used in our example: its cross section might have any shape and it
might change along the beam path. However, the main result demonstrated in
the example above is that even when a photon intensity in different parts is dif-
ferent by two orders of magnitude (or even more), only the initial PSD gas flux
is proportional to the photon intensity. This difference quickly reduces due to a
difference in beam scrubbing.

Note that in the simple model earlier, the PSD as a function of photon inci-
dent angle was not included. The incident angle decreases with a distance from
the dipole (see Figure 4.45). Since the PSD yield is higher for smaller incident
angle, the initial PSD yield could be increasing with a distance from the dipole;
however, since photon flux is decreasing, the PSD flux will vary less than in our
example, even at initial SR bombardment. Similarly, the photon reflectivity was
not included in the model. If the photon reflectivity was included, the photons
will be distributed along the beam pass more uniformly; therefore the initial dif-
ference in PSD flux from different locations will be less, i.e. lower PSD flux near
the dipole and higher at a distance. So, an inclusion of the photon incident angle
and the photon reflectivity into the model will affect initial desorption fluxes, but
significance of these two parameters can be reduced with dose. Simple calcula-
tions similar to an example previously will allow to check how significant this
effect for different machines and different vacuum chamber designs.

4.6.10.4 PSD from a Lump SR Absorber
Lump absorbers and collimators are widely used in accelerators to protect vac-
uum chamber components and sensitive equipment from an intense SR power.
Usually the lump SR absorbers should absorb much larger power and photon
flux than walls of vacuum chambers. Another difference is the photon incident
angle, which can vary between 10∘ and 90∘ to the surface, while SR hit the vacuum
chamber at grazing incident (<5∘). There is a large variety of lump SR absorber
design, and some of them were tested for PSD: for example, the PSD yields for a
copper SR crotch absorber for BESSY-II are shown in Figure 4.48, and the irra-
diated area was 10 mm× 35 mm [104]. One should pay attention that in this case
the total photon dose D was measured in photons, while for the tubular sample
it was always measured in photons/m.

The analysis of PSD yield and PSD gas flux as a function of time can be done for
a lumped SR absorber and collimators similar to how it was done for the tubular
vacuum chambers above. An example of a lumped SR absorber inside a vacuum
chamber is shown in Figure 4.49. Although most of SR power is absorbed by the
absorber, photoelectrons and reflected photons may reach any surface within line
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Figure 4.48 The PSD yields of copper SR crotch-absorber as a function of photon dose.
Source: Anashin et al. 1998 [104], Fig. B. Reprinted with permission of CERN.
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Figure 4.49 The lump SR absorber inside a vacuum chamber.

of sight from a direct incident; therefore, PSD happens not only from the directly
irradiated lumped SR absorber but also from a vacuum chamber walls where
these absorbers are placed. Since a directly irradiated area of an absorber is much
smaller than the surface area of the surrounding vacuum chamber, then initially
the absorber will be the main source of gas; however, due to an intensive photon
scrubbing, the PSD yield from the absorber will reduce much quicker than for
the surrounding vacuum chamber. Thus after some dose, the PSD from the sur-
rounding vacuum chamber due to reflected photons and photoelectrons will be
comparable or even higher than one from the absorber. So, the data presented in
Figure 4.48 are a superposition of PSD from the absorber and the surrounding
vacuum chamber. This introduces an uncertainty for the vacuum system design
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because the real distribution of reflected photons and photoelectrons is usually
not well defined neither in experiment nor in the designed accelerator.

To reduce PSD from the surrounding vacuum chamber, there are many SR
absorber designs to trap reflected photons and photoelectrons (see example in
Figure 4.50). These designs allow trapping all forward scattered photons, signifi-
cant part of diffused scattered photons and photoelectrons. Although there is still
a remaining part of backscattered photon and photoelectrons, these designs allow
creating a complete shadow from SR downstream the entrance to the absorber.

The gas dynamics modelling of such absorbers is also easier. The experimen-
tally obtained PSD yields can be normalised to the total surface area of inner
surface of the absorber (irradiated by SR directly and with scattered photons and
photoelectrons) and then applied to the designed SR absorbers.

4.6.10.5 Combining PSD from Distributed and Lump SR Absorbers
A typical planar view of vacuum chamber with an antechamber equipped with
an SR absorber is shown in Figure 4.51, while a transversal cross section of vac-
uum chamber with and without an antechamber is shown in Figure 4.52. In the
case of a vacuum chamber without an antechamber, all SR is absorbed on beam
chamber walls. In the case of a vacuum chamber with an antechamber, most of
SR is absorbed on the SR absorber; however a part of SR, 𝜅, is still irradiating the
beam chamber walls. The latter should be carefully estimated for each machine;
in general it could be anything from a negligible value to 𝜅 ≈ 20% of total photon
flux. Thus there will be the following sources of PSD along a vacuum chamber
with an antechamber:

SR absorber

SR absorber

CH4CO2

CO2

H2O

H2O

(b)

(a)

H2

H2

CO

CO

e–

γ

e–

γ

Figure 4.50 The lump SR absorbers inside a vacuum chamber: (a) absorbing SR on a larger
area due to a slope, reflected photons, and photoelectrons hitting a cover plate and (b)
absorbing SR at normal incident, reflected photons, and photoelectrons intercepted by
horizontal plates.
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Figure 4.51 Planar view of vacuum chamber with an antechamber equipped with an SR
absorber.
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Beam
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SR

Figure 4.52 Transversal view of SR in a vacuum chamber (a) without an antechamber and (b)
with an antechamber.

– q1 due to SR irradiating the beam chamber walls with a photon flux 𝜅Γ,
0≤ 𝜅 ≤ 20%.

– q2 due to SR irradiating an SR absorber 𝛼absΓ1rad, where 𝛼abs is a SR planar angle
absorbed on SR absorber.

– q3 due to SR backscattered from the SR absorber (up to Rbs = 2%, see Tables 3.1
and 3.2) and irradiating antechamber walls.

These results can be used in gas dynamics modelling described in Chapter 6.
If 3D modelling such as test particle Monte Carlo method (TPMC) is used, then
these three sources can be modelled accurately, firstly by modelling direct and
scattered photon flux into all parts of vacuum chamber, then the photon doses
there at different time, and finally by calculating the PSD yields and fluxes from
different locations on the beam chamber, the SR absorber, and the antechamber
walls.

In the case of 1D modelling where the PSD flux is a function of coordinate
z only, this would be a simplification and thus there are a few possible ways to
represent the PSD. A simple way is the following:
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– PSD due to SR irradiating the beam chamber walls is

q1(z, t) = 𝜂b(z,D)𝜅Γt(z, t), where D(z, t) =
∫

t

0
𝜅Γt(z, 𝜏)d𝜏, (4.49)

where 𝜂b is a PSD yield from a beam chamber.
– Molecules desorbed due to SR irradiating an SR absorber will be travelling back

to the antechamber; the exact distribution depends on design of both the SR
absorber and the antechamber. Thus we can apply an approximation that all
these molecules are evenly distributed along the antechamber:

q2(t) =
𝜂abs(z,Dabs)𝛼absΓ1rad(z, t)

La
,where Dabs(z, t) =

∫

t

0
𝛼absΓ1rad(z, 𝜏)d𝜏,

(4.50)

where 𝜂abs is a PSD yield from an SR absorber. Another approximation that can
be applied for an antechamber design is where the SR absorber length, Lx, is
much shorter than an antechamber length, La, i.e. for Lx ≪ La. Then we can set
that all these molecules are evenly distributed along the antechamber for the
length of 3Lx from the SR absorber:

q2(t) =
𝜂abs(z,Dabs)𝛼absΓ1rad(z, t)

3Lx
, where Dabs(z, t) =

∫

t

0
𝛼absΓ1rad(z, 𝜏)d𝜏.

(4.51)

– Similarly, PSD due to SR backscattered from the SR absorber can be assumed
to be evenly irradiating entire walls of antechamber:

q3(t) =
𝜂a(Da)Rbs𝛼absΓ1rad(z, t)

La
, where Da(t) = Rbs𝛼abs

∫

t

0
Γ1rad(z, 𝜏)d𝜏,

(4.52)

where 𝜂a is a PSD yield from an antechamber walls. Effect of dose 𝜂a(D)
should include a normalisation to the irradiated area as shown in Eq. (4.38).
Another approximation that all reflected photons are absorbed within the
length of 3Lx from the absorber can be applied here as well. In this case we can
write:

q3(t) =
𝜂a(Da)Rbs𝛼absΓ1rad(z, t)

3Lx
, where Da(t) = Rbs𝛼abs

∫

t

0
Γ1rad(z, 𝜏)d𝜏.

(4.53)

4.7 Ion-Stimulated Desorption

4.7.1 ISD Definition and ISD Facilities

ISD can be a significant gas source in a vacuum system where the ions or ion beam
bombard the surface. For example, in the case of ion-induced pressure instability
in positively charged beam machines (described in Chapter 8), the gas species
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ionised by the beam may collide with vacuum chamber walls with energies up to
a few keV. There is very little data published on ISD, as most work has been done
at CERN and reported mainly in CERN internal reports or notes [73, 119–122],
or not published at all (still stored in personal archives).

The ion guns are widely available on a market for the laboratory use. They are
commonly used for finish cleaning or etching of substrate surface with acceler-
ated ions beam with energy up to 2 keV from physi- and chemi-adsorbed gases,
water vapours, oxides, and other contaminants before surface characterisation
or just before thin film coating deposition. These technologies are focused on
a result, which would be an atomically clean surface, not in detail of processing
such as ISD yields for different gas species as a function of accumulated ion dose.

In application to particle accelerators, the main interests is shifted to the mate-
rials applied for accelerator vacuum chambers and component (such as stainless
steel, copper, and aluminium), which undergo a UHV-comparable cleaning pro-
cedure, so they are well cleaned and often baked. Thus, an accelerator vacuum
design requires the data on the ISD yields of gas species present in the vacuum
chamber, such as H2, CH4, CO, and CO2, desorbed under bombardments of
their ions (as well as Ar ions due to availability as one of the most common
ion guns). Experimental facilities for ISD study were set up similar to ESD
ones shown in Figure 4.15b, where electron gun is replaced with an ion gun to
bombard samples in the UHV vacuum chamber equipped with UHV gauges and
RGAs. A known (calculated or measured) vacuum conductance C between two
chambers or effective pumping speed Seff for the test chamber allows measuring
ISD yields, defined as a number of gas molecules desorbed from the surface per
incident ion, 𝜒 [molecules/ion]:

𝜒

[
molecules

ion

]
=

Nmolecules

Nions
=

Q[Pa⋅m3∕s]qe[C]nq

kBT[K]I[A]
, (4.54)

where Q is a flux of molecules desorbed due to ion bombardment calculated with
Eq. (4.26) or Eq. (4.27), I is the ion current, qe is the elementary charge, and nq is
the ion charge number. Note that symbols 𝜂 and 𝜂i are often used instead of 𝜒 in
publications related to ISD yield measurements.

Similar to thermal desorption, PSD, and ESD, the ISD yields were studied for
different materials, cleaning, treatment, coatings and bakeout procedures, his-
tory of material, and pumping time as a function of accumulated dose and wall
temperature. The ISD also depend on mass and energy of ions impacting the sur-
face. The ISD from a cryogenic surface depends not only on a wall temperature
but also on a surface density of cryosorbed gases.

Note: All experiments for ISD measurements discussed below were performed
with an ion bombardment at the normal incident angle.

4.7.2 ISD as a Function of Dose

The ISD yields as a function of accumulated ion dose from as-received alu-
minium and copper samples bombarded with Ar+ ions at 5 keV is shown in
Figure 4.53 [119]. One can see that the ISD yields reduce with dose: ISD yields
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Figure 4.53 The ISD yields as a function of accumulated ion dose from (a) as-received and
(b) baked aluminium and copper samples bombarded with Ar+ ions at 5 keV. Source:
Reprinted with permission from Lozano [119], Figs. 2 and 3. Copyright 2002, Elsevier.
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can be fitted as a function of accumulated ion dose, D, as

𝜒i(D) = 𝜒i(D∗)
(D∗

D

)𝛼
; (4.55)

where an accumulated photon dose D* and a corresponding ISD yield 𝜂i(D*) can
be taken at any point on this slope; the exponent 𝛼 lies between 1/3≤ 𝛼 ≤ 1/2 for
as-received samples and between 0≤ 𝛼 ≤ 1/3 for baked samples.

4.7.3 ISD Yield as a Function of Ion Energy

The ISD as a function of ion impact energy was reported in the papers [73, 119,
120]. The energy of incident ions (15N2

+ and K+ in [73], Ar+ in [119], 15N2
+ in

[120]) was varied in the range from 500 eV to 3 keV.
A typical behaviour of ISD yields as a function of ion energy is shown in

Figure 4.54 for unbaked 316LN stainless steel. The ISD yields for all measured
gases increase with the ion energy and tends to saturation at the energies larger
than 3 keV. It was reported that the results for unbaked 316LN stainless steel,
titanium alloy (Ti73–V13–Cr11–Al3), and pure aluminium are similar. After
bakeout the same form of the curve was observed with lower ISD yield values
[120].

In Ref. [119] the energy of incident Ar+ ions was varied in the range from 3 to
7 keV. It was shown that the ISD yields for all measured gases either decrease with
the ion energy or remains the same for measurements with 5–7 keV ions.

Thus, based on the available data, one can conclude that the ISD yields for all
measured gases increase with the ion energy up to approximately 5 keV, remain
approximately the same with 5–7 keV ions, and reduce for ion energies above
7 keV.
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+ ions as a function of ion energy.
Source: Reprinted with permission from
Mathewson [120], Fig. 21. Copyright 1976,
CERN.



4.7 Ion-Stimulated Desorption 159

4.7.4 ISD Yield as a Function of Ion Mass

The ISD yields increase with a mass of ions bombarding the surface. The depen-
dence of the ISD yields on the ion mass for different gas species was studied by
N. Hilleret on stainless steel samples with ion impact energy of 5 keV [121, 122].
The H2, CH4, CO, and CO2 ISD yields from unbaked and baked (to 300 ∘C for
24 hours) stainless steel sample are shown in Figures 4.55 and 4.58 as a function
of ion mass (H2

+, CH4
+, CO+, and CO2

+). Unfortunately, the data on the ISD
yields for CO2 is shown only for baked sample in these papers.

The ISD yields for all desorbed gases can be normalised to ISD yields obtained
with the CO+ ions and compared as ratios. These ratios for unbaked stainless
steel samples at room temperature, as found in paper [121], are given below:

𝜒H2,H2
+ ∶ 𝜒H2,He+ ∶ 𝜒H2,H2O+ ∶ 𝜒H2,CO+ ∶ 𝜒H2,CO2

+

= 0.11 ∶ 0.12 ∶ 0.67 ∶ 1 ∶ 1.2,
𝜒CH4,H2

+ ∶ 𝜒CH4,He+ ∶ 𝜒CH4,H2O+ ∶ 𝜒CH4,CO+ ∶ 𝜒CH4,CO2
+

= 0.09 ∶ 0.11 ∶ 0.64 ∶ 1 ∶ 1.3,
𝜒CO,H2

+ ∶ 𝜒CO,He+ ∶ 𝜒CO,H2O+ ∶ 𝜒CO,CO+ ∶ 𝜒CO,CO2
+

= 0.06 ∶ 0.09 ∶ 0.56 ∶ 1 ∶ 1.4; (4.56)

with a random error of ±30%. This random error is a spread from sample-to-
sample reproducibility. The absolute uncertainty is not known, but it is expected
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Figure 4.55 ISD yield from (a) unbaked and (b) baked stainless steel sample as a function of
incident ion mass. Source: Reprinted with permission from Hilleret [121], Figs. 1 and 4.
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to be a factor between 0.5 and 2. From the ratios shown in Eq. (4.56) and knowing
the value of the CO+ yield, one can calculate the values of the desorption yield
for different ions and gas species. These ratios can be compared to the ratio of the
ion masses:

M(H2) ∶ M(He) ∶ M(H2O) ∶ M(CO) ∶ M(CO2)
= 0.07 ∶ 0.14 ∶ 0.64 ∶ 1 ∶ 1.57 (4.57)

One can see that scaling of the ISD yield with the mass of the incident ions (lin-
ear approximation) is reasonable (considering the experimental errors) and can
be applied for ISD yield estimations from unbaked samples, if no experimental
data is available.

Similarly, the ratios for baked stainless steel samples at room temperature [121]
were calculates as

𝜒H2,H2
+ ∶ 𝜒H2,He+ ∶ 𝜒H2,CO+ ∶ 𝜒H2,CO2

+ =0.16 ∶ 0.25 ∶ 1 ∶ 1.4,
𝜒CH4,H2

+ ∶ 𝜒CH4,He+ ∶ 𝜒CH4,CO+ ∶ 𝜒CH4,CO2
+ =0.25 ∶ 0.35 ∶ 1 ∶ 1.4,

χCO,H2
+ ∶ 𝜒CO,He+ ∶ 𝜒CO,CO+ ∶ 𝜒CO,CO2

+ =0.03 ∶ 0.1 ∶ 1 ∶ 1.2,
χCO2,H2

+ ∶ 𝜒CO2,He+ ∶ 𝜒CO2,CO+ ∶ 𝜒CO2,CO2
+ =0.03 ∶ 0.08 ∶ 1 ∶ 2.0. (4.58)

In this case there is much greater difference from linear approximation and there-
fore such no simple scaling of the ISD yield with the mass of the incident ions
should not be applied.

The results of M.H. Achard for 2 keV ions of 15N2
+ and K+ confirm that the ISD

yields increase with the ion mass [73]. The ion desorption yield for K+ is measured
to be higher than that for 15N2

+:

𝜒H2,
15N2

+ ∶ 𝜒H2,K+ = 1 ∶ 1.3; 𝜒CH4,
15N2

+ ∶ 𝜒CH4,K+ = 1 ∶ 1.5;
𝜒CO,15N2

+ ∶ 𝜒CO,K+ = 1 ∶ 1.1; 𝜒CO2,
15N2

+ ∶ 𝜒CO2,K+ = 1 ∶ 1.4;

M(15N2
+) ∶ M(K+) = 1 ∶ 1.3. (4.59)

4.7.5 ISD for Different Materials

In a number of experiments, the ISD yields were compared based on different
materials used for vacuum chambers and components, such as stainless steel,
titanium alloys, pure aluminium, and stainless steel [73, 74, 119, 120]. Thus,
Figure 4.53 demonstrates insignificant difference between aluminium and copper
samples bombarded with Ar+ ions at 5 keV [119]. Similarly, the measurements
with 1.4 keV 15N2

+ ions demonstrate that the ISD yields as-received samples
are quite similar for 316LN stainless steel, titanium alloy (Ti–Al6–N4), OFHC
copper, and aluminium alloy (5068) (see Figure 4.26) and can be considered the
same within a factor of 2 accuracy [74]. The results presented in Ref. [120] also
demonstrate insignificant difference between the studied materials and similar
ISD yield reduction after applied treatments.
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4.7.6 Effect of Bakeout and Argon Discharge Cleaning

The ISD yields from baked and argon discharge cleaned samples were analysed
in Refs. [73, 74, 120].

Figure 4.26 demonstrates the effect of 24 hour bakeout temperature (up to
600 ∘C) for 316LN stainless steel, titanium alloy (Ti–Al6–N4), OFHC copper,
and aluminium alloy (5068) samples bombarded with 15N2

+ ions. The general
observed tendency is the higher bakeout temperature, the lower ISD yields after
bakeout. It was found that the effect of 24 hour baking at 300 ∘C is to reduce the
ISD yield by a factor from 3 to 6 for stainless steel, OFHC, and titanium alloy
samples [74].

The ISD yields for unbaked 316LN stainless steel, titanium alloy
(Ti73–V13–Cr11–Al3), and pure aluminium were compared for as-received
sample and after various treatments such as bakeout (to 200 and 300 ∘C for a
duration of 6, 12, 18, and 24 hours), argon discharge cleaning (for argon ion doses
of ∼8× 1016 and ∼8× 1017 Ar+/cm2), air vent, and argon discharge cleaning
followed by a bakeout [120]. Figure 4.56 shows the that argon discharge cleaning
with a dose of ∼8× 1016 Ar+/cm2 reduces the ISD yields by a factor of ∼3 for
H2, a factor of ∼2–6 for CH4, and a factor 20–70 for CO and CO2; while the
prolonged argon discharge cleaning with a dose of ∼8× 1017 Ar+/cm2 reduces
the ISD yields below 0.01 molecule/ion, i.e. approximately up to three orders of
magnitude.

The largest reduction in the ISD yields can be achieved with an ex situ glow dis-
charge cleaning followed by in situ bakeout to 300 ∘C for 24 hours, which resulted
in reducing the ISD yields by a factor between 6 and 10, see Figure 4.57 [120, 123].

4.7.7 ISD versus ESD

A quite unique comparative study of ISD and ESD from various materials for
vacuum chambers was reported in Refs. [74, 124]. The measurements were per-
formed with K+ ions and electrons at the same energy of 1.4 keV on six differ-
ent materials: 316LN stainless steel, titanium alloy (Ti–Al6–N4), Inconel 600,
Inconel 718, OFHC copper, and aluminium alloy (5068) (see Figure 4.26). The
main observations are that (i) the ISD yields are practically insensitive to the
tested metals treated at the same conditions, while ESD yields vary by an order of
magnitude, and (ii) the ESD yields reduce with a bakeout temperature more effi-
ciently than the ISD yield. Hence, the ESD yield measurement may only indicate
a possible tendency in reduction of ISD yields after different cleaning/treatment
procedure and, therefore, the ESD yield measurements are not directly applicable
for comparing and scaling the results for ISD yields.

4.7.8 ISD Yield as a Function of Temperature

The ISD yields from unbaked and baked stainless steel surface were studies at
various temperatures (300, 77, and 4.2 K) [122]. The research was focused on
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studying of ISD of H2, CH4, CO, and CO2 performed using different ions of these
gas species: H2

+, CH4
+, CO+, and CO2

+. The results of this study are shown in
Figure 4.58, where ISD yields are plotted as a function of the incident ion mass.
The bombarded surface temperature does not affect the ISD yields with an excep-
tion of ISD for H2 at 4.2 K, which are a factor of ∼8 lower.

4.7.9 ISD Yields for Condensed Gases

The ISD yields from a layer of condensed gases were studied in the papers
[125–127] at low temperature and different ion impact energies. The results
of ISD yield measurements from condensed layers of H2, He, N2, or CO2
bombarded by H2

+, He, and Ar+ ions were reported for ion energies from 0.5
to 10 keV. Unfortunately there are no experimental data on the CO+ ISD yields
from layers of different condensed gases nor from the layer of condensed CO by
different bombarding ions.

Among the studied gases, the typical dependence is the following: the
ISD yield increases linearly with the molecular surface coverage up to about
1020 molecules/m2 and then it increases more slowly, reaches its maximum, and
starts to decrease from about 1021 molecules/m2; for example, see Figure 4.59.
The results also show the ISD yield linear dependence on the ion energy from
0.5 to 10 keV [125, 126].

The ISD yields from cryosorbed gases increase with the ion energy (see
Figure 4.60). In the absence of more data, one can consider that the ISD yield
linearly increases with the ion mass up to 44 amu.
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There is too little data available for an accurate vacuum system design, so ideally
more experiments should be performed. However, in the lack of experimental
data, one can roughly estimate ISD yields from cryosorbed gas using obtained
patterns.

It should be noted that the ISD yields from a mixture of condensed gases could
be quite different from the one measured for a single gas condensate [125]. This
effect should be studied in the future for possible mixtures of condensed gas, for
example, a very likely mixtures of H2 and CO with various concentration ratios.
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Non-evaporable Getter (NEG)-Coated Vacuum Chamber
Oleg B. Malyshev

1ASTeC, STFC Daresbury Laboratory, Keckwick Lane, Daresbury, Warrington WA4 4AD Cheshire, UK

5.1 Two Concepts of the Ideal Vacuum Chamber

A residual gas pressure in a vacuum chamber increases with gas load (ther-
mal desorption or photon-, electron-, or ion-stimulated gas desorption) and
decreases with available pumping speed.

In the traditional approach the emphasis in the ultra-high vacuum/extreme
high vacuum (UHV/XHV) system design was focused on looking for various
cleaning, surface treatments, and outgassing procedures to prepare a surface of
vacuum chamber and components

• that outgasses as little as possible (‘nil’ ideally)
• that does not pump; otherwise that surface will contaminated over time with

pumped gases.

That means that a vacuum designer has to specify surface cleaning, conditioning,
coatings, vacuum firing, ex situ and in situ bakeout temperature (usually as high
as possible for each material, e.g. up to 300 ∘C for stainless steel), and duration
(between a few hours to a few weeks), then based on available experimental data
for thermal and particle-induced gas desorption to calculate the necessary pump-
ing speed and optimise locations and pumping speeds of the vacuum pumps. An
example of commonly used accelerator vacuum chamber is shown in Figure 5.1a.
It consists of a beam chamber to accommodate the charged particle beam and
an antechamber. There are a few types of antechamber for different purposes: it
can used to increase vacuum conductance of vacuum chamber placed between
two lumped pumps or to contain in-built distributed pumps. In-built sputter ion
pumps (SIP) operating in a magnetic field of dipoles or quadrupoles are success-
fully used in many circular accelerators; the only problem with these SIP is that
they do not operate when accelerator magnets are switched off during shutdowns.
To avoid this problem, a design of Large Electron Positron–Collider (LEP) at
CERN (Geneva, Switzerland) has implemented an alternative solution by replac-
ing distributed SIP with the St707 non-evaporable getter (NEG) strips, which
do not require magnetic field and high voltage. After activation the NEG strips
pump H2, CO, CO2, and H2O without any power supply; the only disadvantage

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.



176 5 Non-evaporable Getter (NEG)-Coated Vacuum Chamber

(a) (b)

1 2

3 4

1

Figure 5.1 From (a) a traditional vacuum chamber design with an antechamber to (b) an
NEG-coated vacuum chamber. 1 - beam chamber; 2 - antechamber; 3 - distributed pumps
(in-built SIP or NEG strips), and 4 - thin film NEG coating.

is that they don’t pump hydrocarbons and noble gases. The NEG strips were
activated by heating with a 100 A current passing along these strips to 400 ∘C
for 45 minutes or to 350 ∘C for about 24 hours, and this requires to provide the
current feedthroughs and the strips to be electrically isolated from the vacuum
chamber.

In 1990s a very new approach in vacuum systems for accelerators was invented:
the NEG coatings [1–8]. The new approach suggested by C. Benvenuti (CERN)
was a vacuum chamber, which is fully coated with a thin layer of NEG (as shown
in Figure 5.1b), therefore creating a surface

• that outgasses as little as possible (‘nil’ ideally)
• that does pump, which, however, will not be contaminated due to a very low

outgassing rate from the coated surfaces.

In this approach, an entire surface of vacuum chamber and vacuum components
should be coated with NEG film (0.5–3 μm thick). Ideally, there should be no
uncoated parts; in practice, the uncoated surface area should be reduced to a
minimum (less than 1–2%) with a great caution of its low outgassing. To reach an
operation conditions, the NEG coating should be activated by baking in situ to an
activation temperature, which could be as low as 150–180 ∘C for 24 hours. The
NEG coating activation temperature is much lower than usual bakeout temper-
atures for vacuum chambers without NEG coating. This is an additional benefit
for the mechanical design of vacuum system because it not only reduces the cost
of bakeout but also simplifies the mechanical design of the vacuum chamber: the
longitudinal expansion of the vacuum chamber is proportional to the temper-
ature increase and should be compensated by bellows – the lower temperature,
the lower number of bellows or/and the length of bellows required. Furthermore,
the cost of a vacuum chamber manufacturing is much lower: a vacuum chamber
cross section is simple (usually round or elliptic), which is not complicated by
an antechamber with various designs for different locations on a machine, and it
requires flanges of smaller size.

The nature of the getter materials used for NEG coating (Ti, Zr, Hf, V, etc.) is
that they pump H2, CO, CO2, and H2O but don’t pump hydrocarbons and noble
gases. Therefore, small lumped pumps for pumping CxHy and noble gases are still
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required, however with much smaller size of the pumps and much larger distance
between them.

5.2 What Is NEG Coating?

Getters are a subgroup of sorption pumps made of reactive materials. A family
tree of sorption pumps is shown in Figure 5.2. Residual gas molecules interacting
with a getter surface will be either physically or chemically sorbed. All these types
of pumps are used in application to particle accelerators:

– An SIP is an example of a getter pump with gas ionisation, where a glowing
discharge of ionised gas molecules allows to sputter titanium atoms from bulk
titanium cathode and continuously create a fresh film of pure Ti on neighbour-
ing surfaces.

– A titanium sublimation pump (TSP) is an example of an evaporation getter
pump. A fresh Ti film is created periodically by heating a titanium filament
with a high current up to a Ti sublimation temperature, and thus the surround-
ing surfaces are coated with a Ti film.

– Bulk NEG pumps are widely used in many forms: lumped pumps, cartridges,
strips, granules, etc. The pure surface can be activated or regenerated by heat-
ing the NEG to an activation temperature Ta for a defined duration ta. The
main advantages of NEG pumps are their large pumping speed and sorption
capacity; after activation they don’t need comptrollers to operate.

NEG coatings have a few differences from the NEG pumps:

– The films deposited directly on vacuum chamber walls.
– The NEG coatings use less getter material, and the film thickness is usually less

than a few microns.

Sorption pumps

Adsorption pumps

(physi- and cryosorption)

With ionisation

Orbitron

pumps

Ion getter

pump

Evaporation

pumps
Bulk getter

pumps

NEG

pumps NEG coating

Without ionisation

Getter pumps

(physi- and chemisorption)

Figure 5.2 NEG coating per classification of sorption pumps.
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– The activation temperature should be as low as possible because a bakeout
temperature of vacuum chambers is limited to 250–300 ∘C for stainless steel,
200–250 ∘C for copper and its alloys, and 150–180 ∘C for aluminium and its
alloys.

– The main function of the NEG film is a barrier for gas diffusion from the bulk
of vacuum chamber (or its component) material to the surface and following
desorption from vacuum chamber walls.

– NEG coating provides a high pumping speed but has a limited sorption capac-
ity; thus NEG coating should not be used as a pump for pumping a gas desorbed
from uncoated parts of vacuum chamber.

– Combination of low thermal and particle-stimulated desorption (photon-
stimulated desorption [PSD], electron-stimulated desorption [ESD], and
ion-stimulated desorption [ISD]) and large pumping speed allows to reach the
XHV conditions in various layouts of vacuum chamber and, in some cases,
is the only solution to meet vacuum specification, for example, in a narrow
vacuum chamber with apertures less than 20 mm.

The NEG coatings on accelerator vacuum chamber walls are usually 0.5–3 μm
thick films of transitional metals with high oxygen solubility and diffusivity (Ti,
Zr, Hf, V, Nb, Ta) or their alloys deposited on the inner walls of vacuum cham-
bers, which are usually made of copper, aluminium alloys, or stainless steel. NEG
coating could also be the alloys of Cu, Al, or Fe with these transitional metals.

Note: two terms, ‘NEG coating’ and ‘NEG film’, are used in practical application
and, in most of cases, can be considered as equal.

After depositing a vacuum chamber with an NEG film under appropriate con-
ditions (the NEG coating is a pure metal alloy), it also has a pure metal surface,
which can capture gas molecules such as CO, CO2, O2, H2O, and N2 by chemical
reaction on its active surface, while H2 does not react chemically but dissolved
atomically into the bulk of the film. After venting to air or to gases such as CO,
CO2, O2, H2O, and N2, a layer of carbides, oxides, and/or nitrides is formed on
the NEG surface. Formation of this layer defines a pumping capacity of the film,
but from another side, it plays a role of a protection layer for deeper parts of the
NEG film. Thus, NEG-coated chambers can be safely stored or transferred in N2
atmosphere; to minimise an exposure to air, they are usually vented to air just
before the installation on their locations in an accelerator.

To make NEG coating pumping again, it should be activated by heating under
UHV conditions to the NEG coating activation temperature for the necessary
duration of activation. During the activation process, the earlier formed carbides,
oxides, and/or nitrides are diffused into deeper layers of the NEG film, while
hydrogen atoms desorbed from the NEG film and should be pumped away. A
24-hour-long duration for the NEG coating activation is commonly applied; how-
ever, other durations can be used when required: a higher activation temperature
allows reaching the same level of activation in a shorter time, while longer acti-
vation helps in reducing activation temperature.

Since its invention, the development and further optimisation of NEG coating
for various applications have been continued. Initial effort was made to increase
pumping speed and sorption capacity and to reduce an activation temperature.
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The later effort was to reduce PSD, ESD, and ISD, to suppress photoelectron yield
(PEY) and secondary electron yield (SEY), and to investigate surface resistance of
various NEG coatings.

It is worth mentioning that there is a special interest to Pd and Pd–Ag thin films
used as overlayers for protecting a getter film from oxidation [7, 9, 10].

Most of the work for NEG coating optimisation was performed at CERN and
ASTeC. However, a lot of depositions and characterisations of NEG films were
performed in many research laboratories around the world; see the references at
the end of this chapter.

5.3 Deposition Methods

Among many existing film deposition methods and techniques, NEG coatings
are deposited with physical vapour deposition (PVD) methods. Magnetron spat-
tering is the most common deposition method for the NEG films. It is a plasma
coating process whereby sputtering material is ejected due to bombardment of
ions to the target surface.

The typical schematic layout of the planar magnetron deposition is shown in
Figure 5.3. The vacuum chamber of the PVD coating machine is filled with an
inert gas. Plasma is created by an injected noble gas (usually Ar, Kr, or Xe) in a
magnet field of permanent magnet and electric field between a biased target and
a sample. A glow discharge results in ionising the injected gas and in acceleration
of these ions to the target surface. The ions from plasma will kick off atoms from
the target surface. These spattered (or evaporated) atoms will then travel away
from the target and grow a film of spattered material on all the surfaces along the
line of sight from the target.
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pump

N
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Figure 5.3 Typical schematics of planar magnetron deposition.
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Various deposition parameters can be varied during the preposition: working
gas and its pressure, temperature of vacuum chamber walls, power supply param-
eters and a distance from a target to a sample, and size and orientation of sample
and target in respect to each other. Additional instruments can be easily added
for plasma and ion characterisation instruments, for deposition from multiple
targets, and for ion beam, gas clusters, or laser-assisted deposition. Thus, planar
deposition is a great tool with a lot of flexibility allowing depositing films from
required materials and with desired structure morphology. However, it is diffi-
cult or impossible to apply the planar magnetron method to inner surfaces of
accelerator vacuum chamber such as a whole tube or extruded vacuum chamber.
In application to accelerator vacuum chambers, a planar magnetron can only be
applied when a vacuum chamber is made of two halves. From one side, it allows
to employ an advantage of developed industrial deposition machines for con-
tinuous deposition of thin films on a substrate of practically any length. From
another side, these two halves must be welded after the NEG coating; thus the
vacuum chamber will have an uncoated weld, and therefore such vessel would
not be fully NEG coated.

To perform an NEG coating inside a tubular vacuum chamber, a cylindrical
magnetron deposition configuration shown in Figure 5.4 is more suitable. In this
case, a target is made of a single metal wire, twisted wires of few different mate-
rials, or an alloy rod, which is placed in the middle of the vacuum chamber; an
axial solenoid magnetic field is created by a coil located outside of the vacuum
chamber. The parameter to control the film morphology are working gas (e.g. Ke
or Ar) and its pressure, temperature of vacuum chamber walls, and power supply
parameters; the latter allows to choose between DC, pulsed DC, RF, and HiPIMS
deposition.
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Figure 5.4 Schematic layout of cylindrical magnetron deposition.
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The main limitation of this technology is the smallest size of vacuum chamber,
presently limited to 5 mm inner diameter, defined by a target size and distance
between the target and the vacuum chamber walls required to create plasma.

There exist a few more possible layouts for depositing on vacuum chamber
of non-circular cross sections. Elliptic and narrow vacuum chambers (vacuum
chamber with ports and/or an antechamber) can be deposited with a few targets
in the form of wires. Large cross-sectional vacuum chambers can be deposited
with specially designed targets, for example, an alloy tube containing permanent
magnets inside (thus there is no need in large solenoid) and cooling channel (to
avoid target melting and/or magnet heating above the Curie temperature and,
therefore, their demagnetisation).

5.4 NEG Film Characterisation

Many different target materials can be used for depositing NEG films. NEG coat-
ing composition could be a single element or dual, ternary, and quaternary alloys
of various combinations of transitional metals (Ti, Zr, Hf, V) and their mixtures
with Cu, Al, or Fe. Moreover, each material can be deposited under various condi-
tions resulting in different film structures and morphologies. The NEG film could
be dense or columnar as shown in Figure 5.5. The grain size of the film can vary
in a wide range from a few to a hundreds nanometers. The NEG film thickness
can be anything between 0 and 3 μm.

Various surface characterisation techniques are used to characterise the
coatings:

– Surface composition and chemical bounding can be determined with an X-ray
photoelectron spectroscopy (XPS) and Auger electron spectroscopy (AES).

– Film compositions can be examined with Rutherford backscattering (RBS),
secondary ion mass spectrometry (SIMS) and energy dispersion X-ray spec-
troscopy (EDAX).

– Film morphology – by scanning electron microscopy (SEM) and atomic force
microscopy (AFM).

– Grain size, crystal structure, and phase – by transmission electron microscopy
(TEM), glancing angle X-ray diffraction (XRD), and electron backscattered
diffraction (EBSD).

(a) (b)

200 nm 200 nm

Figure 5.5 SEM image of (a) columnar and (b) dense Ti–Zr–Hf–V NEG coating. Source:
Courtesy to Dr. Reza Valizadeh, STFC Daresbury Laboratory, Warrington, UK.
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– Film adhesion – by a scratch test.
– Surface roughness and nucleation – with AFM.

All these techniques were employed in various laboratories around the world to
find optimum film composition and optimum deposition parameters, as well as
to better understand the processes of NEG activation and saturation with gases
[2–6, 11–18].

In this chapter, we are not going to overview and explore all these finding, as it is
outside of the main scope of the book. However, the main thing that we would like
to bring attention to is that the NEG coating is not a single well-defined product;
it is a large family of various coatings that could have the following:

– Different chemical composition, structure, morphology, grain size, crystal
structure and phase.

– Different thickness.
– Different vacuum properties (such as PSD, ESD, ISD, sticking probability, and

pumping capacity) as a function of bakeout or activation temperature.
– Different surface resistance.
– Different PEY and SEY.

Therefore, the resulting pressure, impact on beam impedance, efficiency of
e-cloud suppression, and other properties may vary with what kind of NEG
coating is applied.

5.5 NEG Coating Activation Procedure

After NEG deposition, the coated vacuum chamber is usually vented to air to
create a protected oxide layer, removed from a deposition facility, pumped again,
and filled with N2 to avoid further contamination and poisoning of NEG coating
with active gases from atmosphere. The NEG-coated vacuum chamber will be
vented to air again just before the installation on its place in a vacuum system
and pumped again as soon as possible. Thus, the installation procedure should
be planned in such a way that the exposure to air is minimised to (preferably)
minutes or hours rather than days or weeks.

As it was already mentioned above, after installing and pumping the NEG-
coated vacuum chamber, the NEG coating should be activated (or regenerated)
by heating the NEG-coated vacuum chamber to the activation temperature for
the necessary duration of activation. A 24-hour-long bakeout is quite common in
vacuum technology; thus, in the same duration it is often applied to NEG-coated
chambers as this allows reaching a sufficient level of NEG activation (see details
in the following sections). Although the ‘24-hour-long baking for NEG activation’
sound very simple, it is extremely important to know in detail how to activate the
NEG-coated chamber connected to non-coated components and chambers.

Since NEG coating capacity is limited to approximately a monolayer of CO or
a few monolayers of CO2 (see the following sections), the NEG coating should
not be considered as a pump, various types of lumped NEG pumps, NEG strips
and tablets, or NEG-based pumping units. Although the abbreviation ‘NEG’ is
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a first word in all these names, the NEG pumps were optimised for providing a
large pumping speed and large pumping capacity, while the NEG coatings were
optimised to reduce desorption to such a low level that even a small sorption
capacity is sufficient for a lifetime or long-term operation of vacuum system based
on NEG coating.

Ideally, an entire surface of vacuum chamber should be coated with NEG. In
practice, even in the best effort, this is not always possible and uncoated parts
of vacuum chamber or in-vacuum components will be present. There could be
various reasons for this, such as required high electric conductivity or, opposite,
insulation. It could be that the full coating of some components with a complex
shape is very difficult and expensive. These uncoated parts could be pumping and
gauges ports, beam instrumentation, windows, bellows, valves, feedthroughs, etc.

Thus, a vacuum system designer need to know how to combine the NEG-coated
and -uncoated parts without compromising the properties of NEG coatings.

If the NEG-coated and -uncoated parts of the same vacuum chamber are baked
simultaneously, when the gas molecules desorbed from uncoated parts can be
pumped not only by the external pump but also by freshly activated NEG coating;
thus the NEG coating could be saturated by gas desorption from the non-coated
parts and will be either not activated at all or activated only partially. Further-
more, a lifetime sorption capacity of NEG coating is limited by a few hundreds of
CO/CO2 monolayers, so in case of large outgassing for uncoated parts, the NEG
coating could be completely saturated during its first bakeout.

To address this problem, the bakeout should have two main stages:

(I) Baking and outgassing of all the uncoated parts while the NEG-coated parts
are at the temperature below the NEG activation temperature

(II) The NEG coating activation.

This philosophy was realised, for example, in the procedure shown in Figure 5.6,
which was developed in 2000 in the CERN–BINP collaboration [19] as follows:

(1) Installation and roughing:
– The NEG-coated chamber will be mounted and pumped out to

P ≤ 10−6 mbar.
(2) Baking of the installation, removing water from the NEG-coated chamber:

– All the elements of the installation are baked at their maximum accept-
able temperature for 24 hours. This is about 300 ∘C for an SIP, stainless
steel pumping port, pumping station, gauges, and residual gas analysers
(RGAs), but this should be less for a collimator and luminescent screens.

– At the same time the NEG-coated chamber shall be kept at ∼80 ∘C to
remove the water from the NEG surface and avoid absorption of gases
desorbed from uncoated parts. Note: the temperature of the NEG-coated
chamber is very important since at the temperature higher than 100 ∘C,
the NEG coating will adsorb the water.

(3) Outgassing of pumps and gauges:
– The NEG cartridge of the NEG lumped pumps is activated at the end of

bakeout following its manual.
– The SIPs should be outgassed by switching on for short time (flashing).
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– The Ti evaporator of the TSPs should be outgassed.
– The RGA’s and IG’s filaments should be degassed with a low current.
– After the degassing all the elements of the installation are cooled down to

150 ∘C.
(4) Activation of the NEG coating:

– All the elements of the installation and the NEG cartridges remain at
150 ∘C.

– Then the NEG-coated chamber is baked at activation temperature
Tact = 180 ∘C for 24 hours.

(5) Starting the pumps and gauges:
– The TSPs should be outgassed and activated before cooling down the

system.
– The SIP should be switched on.
– The NEG cartridges of the NEG lumped pumps and the NEG-coated

chamber are cooled down to 180 ∘C.
– The RGAs and IGs are switched on and degassed.

(6) Cooling down to room temperature:
– The whole ensemble is cooled down to room temperature ensuring that

the NEG-coated chamber remains at a higher temperature than all other
parts.

Following this detailed procedure was important for a successful demonstration
of performance of NEG-coated chamber under synchrotron radiation (SR) [19].

Consider that the capacity of the NEG film is approximately only a few mono-
layers for CO, CO2, H2O, O2, and N2, i.e. the activated NEG could be saturated
within seconds with the partial pressure of these gases in the 10−6 mbar range



5.5 NEG Coating Activation Procedure 185

(or within a day for 10−11 mbar), leading to a few conditions for a successful NEG
coating activation and operation [20]:

Condition 1: The background pressure due to thermal desorption from uncoated
part should be better than 10−11 mbar for CO, CO2, H2O, O2, and N2, i.e. no
atmospheric leaks can be tolerated, and bakeout and good UHV pumping of
the test vacuum chamber (i.e. sufficient pumping speed and ultimate pressure
below 10−11 mbar) are essential.

Condition 2: NEG film activation (i.e. baking it to activation temperature) should
be performed only after the test chamber bakeout, when desorption from
uncoated parts of the test system is low. This means that the temperature
of the test chamber and the NEG-coated sample should be maintained
independently.

Condition 3: No ‘short pressure increase’ can be tolerated after NEG coating acti-
vation. Such pressure increase could happen due to switching on the gauge and
the RGA, by opening or closing a valve, etc.

Later studies in ASTeC demonstrated that the NEG coating sorption capacity is
larger when the uncoated parts cooled to room temperature after approximately
two hours after the beginning of the NEG-coated chamber activation; therefore
the activation procedure was modified as follows [20] (see also Figure 5.7):

(1) Ramping up the temperature and baking the uncoated parts at 250–300 ∘C
for 24 hours (or longer if necessary) while the NEG-coated parts are kept at
80± 5 ∘C (to avoid re-condensation but below the temperature that the acti-
vation process starts).

(2) Cooling the uncoated parts to 150 ∘C.
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(3) Switching on and degassing the gauges and the RGAs. If possible, this is also
the best time to condition movable vacuum component, for example, by full
or partial opening and closing the valves, moving the collimator plates, etc.

(4) Increasing the NEG-coated part temperature to 150 ∘C and keep all parts of
the installation for two hours to outgas at a temperature near transition.

(5) Increasing the temperature of the NEG-coated part to the chosen activation
temperature (150–300 ∘C). The gauges and the RGAs remain switched on
if they operate at the pressure below ∼10−6 mbar; otherwise they should be
switched off.

(6) One to two hours after the NEG-coated part has reached the activation tem-
perature (usually this is sufficient to reduce the H2O level by a few orders
of magnitude), cool and maintain the uncoated parts as close as possible to
room temperature.
a. If the gauges and the RGAs were switched off, it is a good time to switch

them on. Check whether the pressure has reduced to below ∼10−6 mbar
(most likely), and if not, repeat in one hour. After that it is recommended
to avoid switching off and on.

b. If there are cooling channels installed, their use commences from this
moment.

(7) Activate NEG coating at a chosen temperature for a selected duration (usually
24 hours but may vary) while the uncoated parts are maintained as close as
possible to room temperature.

(8) Cool down the NEG-coated part to room temperature.
(9) During cooling down it is preferable to change the pump to a ‘clean’ UHV

pump, which was not used previously during bakeout and activation. In our
system it means opening a valve to an SIP and closing the valve to a turbo
molecular pump.

Meeting the conditions for a successful NEG coating activation and operation
is easy with some layouts of vacuum and could be complicate or even impossible
with others.

Cross sections of vacuum chamber with possible NEG coating layouts are
shown in Figure 5.8:

(a) A circular or elliptic tube is an ideal vacuum chamber for NEG coating.
(b) Partial NEG coating would be useless because the NEG coating could not be

activated due to poisoning from uncoated parts.
(c) Even a small uncoated part, such as an uncoated weld or a distributed SR

absorber, could be sufficient to significantly reduce the efficiency of NEG
coating.

(d) In the case of a vacuum chamber with an antechamber, both a beam chamber
and an antechamber must be coated.

(e) A distributed pump could be used if degassed and activated before NEG acti-
vation.

(f ) Using the NEG coating in antechamber as a distributed pump would not
work due to a small pumping capacity and poisoning from an uncoated beam
chamber during NEG activation and following operation.
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Figure 5.8 Cross sections of vacuum chamber with possible NEG coating layouts: (a) an
NEG-coated vacuum chamber, (b) a partially NEG-coated vacuum chamber, (c) even a small
uncoated part, such as an uncoated weld or a distributed SR absorber, could be a sufficient to
significantly reduce the efficiency of NEG coating, (d) a fully NEG-coated vacuum chamber
with an antechamber, (e) a fully NEG-coated vacuum chamber with an antechamber
containing a distributed pump, (f ) an uncoated beam chamber with NEG-coated
antechamber, and (g) an NEG-coated beam chamber with an uncoated antechamber with
a distributed pump. 1 - beam chamber; 2 - antechamber; 3 - distributed pumps (in-built SIP or
NEG strips); 4 - thin film NEG coating; and 5 - uncoated inner surface.

(g) The NEG coating of beam chamber only is also inefficient: there will be
poisoning from an uncoated antechamber during NEG activation and the
following operation.

There is a number of possible layouts of using the NEG-coated vacuum cham-
bers along the beam path from a fully NEG-coated chamber to a NEG-coated
chamber in one or just a few locations along the beam path. A few possible layouts
are shown in Figure 5.9:

(a) Ideally, the whole vacuum chamber should be NEG coated; in this case the
NEG surface is fully activated – there is no or very limited poisoning from
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(b)
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Figure 5.9 An NEG-coated chamber along the beam path: (a) a fully NEG-coated beam
chamber, (b) a mostly NEG-coated beam chamber, and (c) a mostly uncoated beam chamber.
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uncoated parts. In this case, only the UHV pumps should be baked before
the NEG activation.

(b) There could be uncoated sections of beam chamber with various instru-
mentation such as collimators, beam position monitors (BPMs), gauges, and
pumping ports, etc. Such uncoated sections should be preferably equipped
with a pump to minimise poisoning of neighbouring NEG-coated chambers
and be baked before the NEG activation.

(c) A single NEG-coated chamber should be equipped with UHV pumps on
either side to minimise its poisoning from neighbouring uncoated chambers.

In cases (b) and (c), one should consider that during a bakeout and activation pro-
cess, there is a part of the vacuum chamber with a transient temperature between
two set temperatures. Thus the NEG-coated chamber will be partially poisoned
at the ends for a length of one to a few cross sections with characteristic size a
(e.g. diameter). Since this effect is impossible to avoid, then the larger the length
LNEG of NEG-coated chamber, the better vacuum performance; or more accu-
rately, the best results with an NEG-coated vacuum chamber will be obtained for
a large aspect ratio LNEG/a.

It is important to mention here that for the vacuum system design, the NEG
coating should not be considered as a conventional pump to absorb desorbed
gases. Its pumping capacity for CO and CO2 varies between 0.3 and 5 ML. Total
lifetime pumping capacity of NEG coating is limited by an amount of the getter
material. In practice, the number of NEG film activations does not exceed 100
times. Moreover, the pumping properties (such as sticking probability and pump-
ing capacity) slowly degrade with a number of performed activations [6]. There-
fore, NEG coating is a solution for UHV/XHV vacuum systems, which should not
be often vented to air (less than 30–50 times in a lifetime) and where no injection
of active gases will be employed. The NEG coating is an ideal solution for narrow
undulators and wiggler vacuum chambers, storage rings, dumping rings, particle
detectors, etc.

5.6 NEG Coating Pumping Properties

Initially, the NEG coating optimisation effort was focused on its pumping prop-
erties: to increase sticking probability, 𝛼, and pumping capacity,𝜛, and to reduce
the lowest activation temperature, Ta.

5.6.1 NEG Coating Pumping Optimisation at CERN

In order to be able to apply NEG coating to accelerator vacuum chambers, its
activation temperature should be compatible with a bakeout maximum temper-
ature for a vacuum chamber material: 300–350 ∘C for stainless steel, 250 ∘C for
copper, and 200 ∘C for aluminium alloy. A significant effort was initially made to
increase NEG coating pumping capacity and reduce the activation temperature
(temperature required to activate the NEG by baking to it for 24 hours), which
results in a reasonable sticking probability and pumping capacity. A ternary alloy
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of titanium, zirconium, and vanadium was found to display full activation after
four hours heating at 200 ∘C at the end of 1997 [5].

The succeeding studies were aiming to obtain a better understanding and fur-
ther improvements of NEG coating vacuum properties specifically focusing on
the following aspects [6]:

– Influence of the elemental composition on activation temperature.
– Sticking factors for H2 and CO.
– Room temperature saturation capacity for CO.
– Dependence of the vacuum performance on the activation – air venting cycles.
– Trapping of discharge gas atoms and their release during the various stages of

the vacuum cycle.
– Testing of a coated chamber in a real accelerator environment.

The influence of the elemental composition of the Ti–Zr–V alloy on its activa-
tion temperature was studied in a dedicated system equipped with AES [17, 18].
The surfaces of the NEG alloys were analysed on the as-received state (after air
exposure) and then after in situ heating for one hour at a given temperatures:
120, 160, 200, 250, 300, and 350 ∘C. The criterion for the degree of activation of
the NEG surface, R, was defined as a ratio between the intensity of the metallic
Zr peak at 147 eV and the Zr peak at 141 eV: i.e. a high R value indicates a high
degree of activation. The disadvantage of this method is that R can be used
only for samples containing zirconium. The results of the study are shown in
quality–composition map of Ti–Zr–V films based on the ‘R criterion’ shown
in Figure 5.10. Two groups of samples are shown, with R> 0.5 (white dots) and

Ti

V Zr

Figure 5.10 Quality–composition map of Ti–Zr–V films based on the ‘R criterion’ as a function
of the in-depth elemental composition. The samples with R> 0.5 after 200 ∘C heating for one
hour are indicated by white dots and the others by black dots. Source: Reprinted with
permission from Prodromides et al. [17], Fig. 2. Copyright 2001, Elsevier.



190 5 Non-evaporable Getter (NEG)-Coated Vacuum Chamber

R< 0.5 (black dots). The following XRD and EDX analysis has shown that the
samples with larger degree of activation (with R> 0.5) and a lower activation
temperature have an amorphous or nanocrystal structure, while the sample with
R< 0.5 demonstrates the grain size larger than 100 nm.

The Ti–Zr–V films deposited on a tubular sample from three singe metal wires
twisted together demonstrated that the NEG coating can be activated by baking
to 180 ∘C for 24 hours. After such activation the typical pumping properties are
sticking probabilities 𝛼H2

= 6× 10−3 to 1× 10−2, 𝛼CO = 0.2–0.4, and 𝛼CO2
= 0.4–0.6

and sorption capacity 𝛼CO = 1–3 ML and 𝛼CO2
= 2–5 ML. Sorption capacity of

hydrogen is usually not measured because it is much higher than for CO and
CO2, but a monolayer of CO or CO2 blocks the H2 pumping, so the sorption
capacity of hydrogen is not a performance-limiting factor.

A fully NEG-coated chamber allows to reach XHV conditions after NEG acti-
vation: pressures in the order of 10−13 mbar were measured in Ref. [8]. The results
has demonstrated that the ultimate pressure is likely limited by the degassing of
the measuring instrument (which is however among the best available). It was
concluded that if an ideal non-degassing gauge was available, an ultimate pres-
sure of approximately 10−14 mbar range would be reachable.

5.6.2 NEG Coating Pumping Optimisation at ASTeC

Previous studies have determined that the greatest sticking probability and capac-
ity are provided when the NEG film was deposited with the columnar struc-
ture, the lowest NEG activation temperature was reached at 180 ∘C for 24 hours
bakeout [6, 21, 22].

The aim of the following studies was to determine the role of different com-
ponents and pumping properties of single, binary, ternary, and quaternary NEG
films of transitional metals such as Ti, Zr, Hf, and V deposited under the same
conditions.

The conditions for NEG coating activation and the best activation have been
discussed in Section 5.5. These conditions can be met with tubular samples with
a large length-to-aperture ratio. Furthermore, these experimental conditions rep-
resent closely the accelerator vacuum chamber. Thus, the pumping properties of
NEG coating studied in ASTeC were with tubular samples with ID = 38 mm and
L = 0.5 m. The experiment layout and typical results are shown in Figure 5.11.
NEG coating pumping capacity was defined with an amount of desorbed gas
corresponding to the arbitrary chosen pressure ratio P2/P1 = 10. For example,
pumping capacity for the Ti–Zr–Hf–V film activated at T4 = 250 ∘C corresponds
to x = 3.1 ML in Figure 5.11. A pressure ratio P2/P1 at the beginning of gas injec-
tion is used to obtain an initial sticking probability (𝛼0) in each experiment by
using the results of test particle Monte Carlo method (TPMC) modelling. The
TPMC results for a pressure ratio P2/P1 as a function of sticking probability 𝛼 for
a facility with standard ASTeC tubular sample [23] are shown in Figure 5.12. For
example, dashed lines show how an initial sticking probability (𝛼0) is obtained
from the pressure ratio y = P2/P1 measured for the Ti–Zr–Hf–V film activated
at T4 = 250 ∘C.
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𝛼 for the experiment shown in Figure 5.11. Dash lines show how an initial sticking probability
𝛼0 can be obtained from the initial pressure ratio y for Ti–Zr–Hf–V film activated at T 4 = 250 ∘C.

The following has been demonstrated (see Figure 5.13) [24]:

– The more the elements, the smaller the film grain size and, therefore, the higher
sticking probability and the pumping capacity, and the lower the activation
temperature.
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Figure 5.13 (a) H2 and (b) CO sticking probability and (c) CO pumping capacity for the most
promising films [24].

⚬ The ternary alloy films provide better properties than single or binary alloy
films.

⚬ Among all studied materials, a quaternary Ti–Zr–Hf–V alloy film with a
columnar structure has demonstrated the lowest minimum activation tem-
perature of ∼160 ∘C and the higher pumping properties [25].

⚬ Presence of Zr in all alloys is critical for highest sticking probability and the
pumping capacity and lowers the lowest activation temperature; even a pure
Zr film was partially activated at ∼160 ∘C.

– Between ternary alloys, Hf–Zr–V, Ti–Zr–Hf, and Ti–Hf–V are quite compa-
rable to each other and better than Ti–Zr–V; however the latter is cheaper
and thus the Ti–Zr–V film is nowadays the most widely used NEG coating
composition.
All results described above were obtained by using a twisted wire target. That
means that the NEG film has the same non-uniformity in the film composition.
To check how this non-uniformity may affect NEG film pumping properties,
an allowed rod target can be used (see Figure 5.4). Further development of
the NEG coating has demonstrated that deposition from the ternary Ti–Zr–V
alloy rod allows reduction of the lowest activation temperature to ∼160 ∘C
[26], and the use of quaternary Ti–Zr–Hf–V alloy rod allows reduction to even
lower temperature: ∼140–150 ∘C [25]. See Figure 5.14.
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Figure 5.14 (a) H2 and (b) CO sticking probability and (c) CO pumping capacity for Ti–Zr–V
and Ti–Zr–Hf–V films deposited with twisted wire and alloy targets. Source: Malyshev et al.
2014 [25]. Reproduced with permission of Elsevier.

It is worth mentioning here that the activation temperature can be lowered
even further. Longer activation time will be required with lower activation
temperature to obtain the same pumping properties of NEG coating. To obtain
more detailed data, more experiments should be performed to measure the
required duration of activation at lower activation temperature.

5.7 NEG Coating Lifetime

NEG-coated film after deposition is a high purity metal or metal alloy. During
an exposure to atmosphere or to active gases such as O2, CO, CO2, H2O, etc., an
oxide layer is formed on the surface. The oxides on the surface reduce sticking
probability not only for oxygen containing gases but also for hydrogen. During
the NEG activation process, the oxygen adsorbed at the surface diffuses to dipper
layers of NEG film. Due to the nature of getter films, the total lifetime pumping
capacity is defined by the amount of NEG material, and due to NEG film thickness
it is quite limited. For practical application we need to know how many times
NEG coating can be reactivated after full saturation with active gases and how its
pumping performance degrades after each saturation–activation cycle.

The effect of repeated activation–air venting cycles on the H2 sticking prob-
ability was studied at CERN; the main result is shown in Figure 5.15 [6]. These
results (as well as later unpublished results) demonstrate that NEG coating can be
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vented to air and reactivated for up to more than 55 times; however a degradation
of H2 sticking probability is observed after each cycle. Thus a higher activation
temperature is required for providing oxygen diffusion to deeper NEG coating
layers.

In another set of repeated activation–venting cycle experiments at GSI
(Darmstadt, Germany), the samples were saturated with CO, and the measured
CO pumping speed and capacity are shown in Figure 5.16 [27]. Similarly to
results at CERN, a degradation of CO pumping speed and capacity was observed
after each cycle, and higher activation temperature was required to achieve
better pumping speed and capacity. Elastic recoil detection analysis (ERDA)
method was employed to study element and depth-resolved evolution of the
getter film during gas pumping. It was demonstrated that the oxygen is diffusing
into the bulk of the NEG film, whereas the carbon is accumulated at the surface,
see (Figure 5.17).

It should be noted that all these studies were performed with NEG coating
deposited on CERN’s recipe, and although not specified in the papers [6, 27],
these coatings have columnar structure. Since an NEG coating lifetime depends
on the amount of gas absorbed by NEG and pumping capacity of dense NEG
coating is lower than for the columnar one, it is reasonable to expect that lifetime
of the dense NEG coating should be greater than of the columnar one. However
this should be experimentally checked in the future.

5.8 Ultimate Pressure in NEG-Coated Vacuum Chambers

A special study to measure or estimate ultimate pressures measured in
NEG-coated chambers was performed at CERN [8]. A 2-m-long vacuum
chamber with inner diameter of 58 mm was fully coated with Ti–Zr–V NEG
with krypton as a discharge gas. After installation in a testing facility, the
NEG-coated chamber was activated at 250 ∘C for 24 hours and cooled down
to room temperature. The partial pressure measurements were taken while
following heating of the activated NEG-coated chamber from room temperature
to 250 ∘C with a ramp up rate of 50 ∘C/h. No pressure increase was observed
up to 120 ∘C, and then the H2 peak started to increase followed by Kr at 140 ∘C
and by CH4 at 170 ∘C. Figure 5.18 shows only the temperature-dependent
measurements (solid line), which were extrapolated down to room temperature
to estimate a contribution of the chamber degassing to the ultimate pressure of
the order of 10−16 Pa (or 10−18 Torr as stated in [8]). Similar results were obtained
in a few other experiments [8, 28]. Even if the applicability of extrapolation is
not well justified, the main conclusion of this study is that after NEG activation,
pressures inside an NEG-coated chamber is either close to a low pressure limit
of used UHV/XHV gauge or lower.

Thus, after NEG activation, pressures inside a fully NEG-coated chamber
without any gas injection or energetic particle bombardment is certainly below
10−13 mbar due to a low value of thermal outgassing rate combined with a large
pumping speed of NEG coated chamber.
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If an NEG-coated chamber is equipped with a low thermal outgassing
UHV/XHV gauge (for example, an extractor gauge or an RGA), then after the
NEG activation this gauge may become the main source of thermal outgassing
and a real pressure must be either close or below that gauge reading.

5.9 NEG-Coated Vacuum Chamber Under SR

Since the NEG coating was invented for use in particle accelerators with SR, the
behaviour of NEG-coated vacuum chamber was studied under SR performed on
SR beamlines. The experiment at the ESRF (Grenoble, France) on a dedicated
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Figure 5.18 Partial pressures evolution measured while heating an activated getter-coated
chamber. The solid lines correspond to the measured pressure range, while the dotted ones
represent the extrapolation to room temperature. Source: Reprinted with permission from
Benvenuti et al. [8], Fig. 2. Copyright 2001, Elsevier.

beamline [29] demonstrated that the NEG coating activation at 250 ∘C for
20 hours leads to more than the two orders of magnitude reduction of the total
desorption yield in N2 equivalent (see Figure 5.19).

A comparison of two stainless steel samples with and without NEG coating was
performed in the experiment at BINP (Novosibirsk, Russia) [19]. Partial pressures
were measured in the middle and both extremes of tested sample tubes. In the
presence of SR, the H2, CH4, CO, and CO2 pressure increases in the centre of
the Ti–Zr–V-coated chamber activated at 190 ∘C for 24 hours were found to be
much lower than those of the stainless steel test chamber baked at 300 ∘C for
24 hours, see Figure 5.20. Calculated PSD yields for NEG-coated sample were
much lower than for bare stainless steel, demonstrating that pressure reduction
in the NEG-coated chamber was achieved due to its two main properties: barrier
for gas diffusion (reducing PSD) and distributed pumping.

One critical point was considered after NEG coating invention: the CO
pumping capacity is in the order of 1 ML. At partial pressure PCO = 10−10 mbar
and sticking probability 𝛼 = 1, a monolayer of CO is absorbed in approximately
2.5 hours. Therefore many researches worry that NEG coating will be quickly
saturated during accelerator operation. However, no saturation was observed
neither in NEG-coated vessel in accelerators [30, 31] nor in experiments on SR
beamlines [19, 29]. To address this, the CO gas injection into NEG-coated vessel
was performed during SR bombardment at BINP [19]. This experiment has
demonstrated an important property of NEG exposed to SR: photon-induced
pumping of the NEG coating. The rate of pumping was found to be around
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2× 10−5 molecules/photon. This result explains why no NEG saturation was
observed under SR.

Furthermore, in fully NEG-coated accelerator vacuum chamber, the source of
CO and CO2 is mainly the NEG coating itself; thus there are no ‘new’ molecules
in the system, but there is a recycling of the same molecules and atoms (C, H,
and O) under SR. The only real source of new CO and CO2 molecules are
uncoated parts and components of vacuum chamber. A partial or even full
saturation of NEG coating (or so-called ‘poisoning’) will take place near these
locations where the total amount of pumped molecules should be compared to
the total capacity of the NEG film.

A more recent comparative study of PSD was performed in a collaboration
between CERN and KEK [32]. The stainless steel samples were cleaned, vacuum
fired, and coated with NEG or amorphous carbon at CERN and were installed
at KEK’s Photon Factory and irradiated with SR at 𝜀c = 4 keV. Figure 5.21 shows
the total PSD yield for these samples. One can see that activated NEG-coated
samples have significantly lower PSD yield than the uncoated ones.
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Figure 5.21 Total PSD yields for different samples as a function of photon dose. Source: Ady
et al. 2015 [32], Fig. 2. Reprinted with permission of CERN.
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5.10 Reducing PSD/ESD from NEG Coating

5.10.1 Initial Considerations

Although the NEG coating allows simplifying a beam vacuum chamber design
and solving a problem of vacuum in narrow vessels in particle accelerators, there
are new tasks with more demanding specifications. Pressure in the long acceler-
ator vacuum chamber is defined primarily by the desorption yield 𝜂 and sticking
probability 𝛼, in many cases as follows:

P ∝ 𝜂

𝛼

. (5.1)

Increasing the NEG coating pumping speed is limited by a simple fact that
sticking probability can’t be greater than 1: 𝛼 ≤ 1. The sticking probabili-
ties of NEG coatings are varied in the following ranges: 0.005<𝛼H2

< 0.02,
0.1<𝛼CO < 0.5, and 0.4<𝛼CO2

< 0.6. That is, it is close to an extreme value for
CO and CO2, and the further increase of 𝛼H2

could be possible by increasing
surface roughness and porosity. But this will increase a surface RF resistance,
which could in turn increase the beam emittance blow up, so it is not good for
many accelerators. Therefore, to have significant improvement on vacuum in
an NEG-coated vacuum chamber is only by reducing the desorption yields 𝜂 in
orders of magnitude, which seems to be quite a realistic task.

Thus, the most important thing is to find out what the sources of gas are and
then mitigate each of them. Let’s consider an NEG-coated wall in four parts where
gas molecules could be contained (see Figure 5.22) [33, 34]

1. on the NEG coating surface
2. inside the NEG coating
3. in subsurface substrate layer
4. in the substrate bulk.

Different mitigation methods should be applied to reduce amount of gas
molecules within each of these parts:

1. The NEG coating surface is contaminated during exposure to air; therefore
the duration of exposure to air should be minimised. After NEG deposition
the vacuum chambers should be vented with N2, quickly sealed with flanges,
pumped and filled back with N2.

2. The NEG coating bulk can be contaminated by residual gas molecule trapped
during film deposition. These residual gas molecules can come from three
main sources:
– Vacuum leaks (mitigated by a proper vacuum design, leak detection and

mitigation).
– Outgassing from walls of deposition vacuum chamber (mitigated by choice

of vacuum chamber material, cleaning and bakeout).
– Impurities from the discharge gas (mitigated by control and purity of dis-

charge gas, clean and leak-free gas injection line).
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Figure 5.22 NEG-coated wall parts where gas molecules could be contained. Source:
Reprinted with permission from Malyshev et al. [33], Fig. 1. Copyright 2014, American Vacuum
Society.

3. The subsurface substrate should be properly prepared, cleaned, and baked in
situ before NEG deposition to minimise thermal outgassing and gas diffusion
from the substrate.

4. The hydrogen depletion from the substrate bulk can be achieved by vacuum
firing.

When all these conditions are met, the NEG coating will be a pure metal film
without contaminants. After an air vent, a layer of metal oxides will be created
on the top of NEG coating as well as a layer of physisorbed gases such as H2O,
CO, CO2, H2, and N2. The oxide layer is protecting the NEG coating from fur-
ther contamination (poisoning) with gases. It should also be noted here that only
hydrogen could diffuse through the NEG film.

5.10.2 ESD from Vacuum Chamber Coated with Columnar and Dense
NEG Films

Conditions 1–3 in Section 5.5 can be met in many laboratories equipped with a
well-designed and maintained NEG deposition facility. Thus the main source of
hydrogen (and methane generated on the NEG surface from diffused hydrogen
and carbon on the surface) is substrate bulk [33, 34].
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Table 5.1 Pumping properties (sticking probability 𝛼 and pumping capacity𝜛) of dense,
columnar, and dual layer NEG films.

Dense Columnar Dual layer

Sticking probability Sticking probability Sticking probability
Ta 𝝕CO 𝝕CO 𝝕CO

[∘C] H2 CO CO2 [ML] H2 CO CO2 [ML] H2 CO CO2 [ML]

150 0.002 0.04 0.075 0.004 0.004 0.2 0.13 3.5 0.009 0.055 0.1 0.5
180 0.0013 0.025 0.012 0.13 0.014 0.2 0.13 3.5 0.018 0.075 0.11 3
250 0.004 0.085 0.02 0.12 0.02 0.2 0.13 — 0.023 0.085 0.2 10

Source: Adapted from Malyshev et al. 2012 [34] and Malyshev et al. 2016 [35].

It was already mentioned above that NEG coating with a columnar structure
provides the highest pumping properties and lowest activation temperature.
However, due to its nature, the columnar structure is quite transparent for gas
diffusion.

NEG coating with a very dense structure is a superior diffusion barrier
because it increases the hydrogen diffusion path. In the experiments reported
in Ref. [34], two identical 316LN stainless steel tubes of 0.5 m in length and 38
mm in internal diameter were deposited in dense and columnar Ti–Zr–Hf–V
NEG films. Table 5.1 shows the comparison of pumping properties of dense
and columnar NEG films. One can see that the dense film has much lower
pumping properties than the columnar one activated at 150, 180, and 250 ∘C.
In Figure 5.23a,b, the comparison of H2 ESD yields were obtained under the
same experimental conditions. The columnar NEG film demonstrates lower ESD
after activation at 150 ∘C; however the dense film demonstrates lower ESD after
activation at 180 and 250 ∘C. The benefit of dense film as hydrogen diffusion
barrier is clearly visible for large doses (greater than 4× 1021 e−/m2 activated at
180 ∘C and 3× 1022 e−/m2 activated at 250 ∘C).

5.10.3 Dual Layer

The benefits of both films – the low ESD yields of the dense film and the high
pumping properties of the columnar film – can be combined to achieve an even
lower gas density. The results for a dual layer of Ti–Zr–Hf–V NEG consisting of
0.5 μm of dense NEG followed by 1 μm of columnar structure was reported in
Ref. [35]. It was reported that the dual layer combines the benefit of both: the
ESD yields are like for dense film (see Figure 5.23c) with the pumping properties
of columnar film.

The results were reported for 13 consequent ESD experiments (after activa-
tion to various temperatures in the range between 80 and 300 ∘C for 24 hours)
followed by full saturation with CO or air; no degradation of this film observed
after these 13 cycles.
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204 5 Non-evaporable Getter (NEG)-Coated Vacuum Chamber

5.10.4 Vacuum Firing Before NEG Deposition

Mitigation method 4 mentioned in Section 5.10.1 has been met in the experi-
ments reported in Ref. [33]. Two identical 316LN stainless steel tubes of 0.5 m
in length and 38 mm in internal diameter were used in this experiment. Vacuum
chambers were polished to RA = 0.15–0.2 and then vacuum fired to 950 ∘C for
two hours at a pressure of around 10−5 mbar. These chambers were deposited
with NEG film the dense and columnar NEG similar to the ones described in
Section 5.10.2. The main result is that vacuum firing is an efficient technology to
reduce ESD yield by an order of magnitude for both columnar and dense NEG
coatings; see Figure 5.23d,e.

5.11 ESD as a Function of Electron Energy

The energy dependence of the ESD yield could be important when no ESD exper-
imental data are available for the electron energy of interest. The ESD yields as
a function of electron energy were measured in the energy range between 40 eV
and 5 keV [37] (see Figure 5.24). A linear dependence was measured for most of
gases except for H2, which shows 𝜂(E)∝E0.5.

5.12 PEY and SEY from NEG Coating

NEG coating is not only a solution for achieving a necessary level of vacuum but
also an efficient means of mitigation of electron cloud and beam-induced elec-
tron multipacting (see Chapter 8). The secondary electron yields (SEY) of Ti–Zr
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Figure 5.24 𝜂(Ee-) for different gases for NEG coating. Source: Reprinted with permission from
Malyshev et al. [37], Fig. 8. Copyright 2010, American Vacuum Society.
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Figure 5.25 SEY as a function of primary electron energy for Ti–Zr–V NEG coating for
as-received (A.r.) and after two hours heating to 160, 200, 250, and 300 ∘C. Source: Reprinted
with permission from Henrist et al. [38], Fig. 1. Copyright 2001, Elsevier.

and Ti–Zr–V NEG thin film coatings were reported in Ref. [38, 39]. In a study
performed at CERN (Geneva, Switzerland), it was found that 𝛿max reduces with
activation temperature from 𝛿max ≈ 2.0 on as-received (non-activated) Ti–Zr–V
coating to 𝛿max ≈ 1.0 measured after activation at 300 ∘C for two hours [38]; see
Figure 5.25.

In the results of experiments in ASTeC reported in Ref. [39], 𝛿max also reduces
with activation temperature from ≈1.7 on as-received Ti–Zr–V coating to
𝛿max ≈ 1.35 measured after activation at 300 ∘C for one hour. The difference
between two results can be explained by differences in NEG coatings (structure,
morphology, composition, etc.), a shorter activation in ASTeC (STFC Daresbury
Laboratory, Warrington, UK), and differences in other experimental conditions.
However, the following electron bombardment demonstrated that a reduction
of 𝛿max can also be achieved by electron beam conditioning: 𝛿max ≈ 1.1 was
measured after achieving a dose of 1.6× 10−3 C/cm2, and further electron
bombardment to a dose of 5.3× 10−3 C/cm2 results in an insignificant reduction
of 𝛿max (see Figure 5.26).

The reduction of PEY and SEY under SR was studied at KEK B-factory
(Tsukuba, Japan) on Ti–Zr–V samples deposited at BINP (Novosibirsk, Russia)
in comparison to uncoated copper with the SR critical energy of 4.1 keV and
the incident angle of 51 mrad [40, 41]. The results show that 𝛿max = 0.9–1.1 was
obtained on NEG-coated vacuum chamber after NEG activation at 200 ∘C in
comparison to uncoated chamber with 𝛿max = 1.1–1.3. The PEY for the NEG
coating and copper were found to be 0.22–0.28 and 0.26–0.34 electrons/photon,
respectively. An intensity of electron multipacting (measured with a specially
designed monitor) demonstrated a reduction by ∼20% due to photon scrub-
bing after reaching a photon dose of 1015 photons/m (and electron dose of
∼10−2 C/mm2).
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Figure 5.26 SEY as a function of primary electron energy Ti–Zr–V NEG coating for as-received,
heated at 250 and 300 ∘C for one hour and then electron bombarded with a dose of 9× 10−5,
3.0× 10−4, 7.3× 10−4, 1.6× 10−3, and 5.3× 10−3 C/mm2. Source: From Wang 2016 [39],
Loughborough University, March 2016.

5.13 NEG Coating Surface Resistance

In many particle accelerators the beam parameters could be affected by the beam
pipe wakefield impedance. It is vital to understand how the wakefield impedance
might vary due to various coatings on the surface of the vacuum chamber; this
can be derived from surface resistance measurements. In general, the wakefield
impedance of a chamber depends on the material used, its surface characteristics,
and the chamber geometry [42, 43].

The bulk conductivity of two types of Ti–Zr–Hf–V NEG films (dense
and columnar) was determined using contactless method with the 7.8 GHz
three-choked test. This is achieved by calculating the surface resistance of
NEG-coated samples from the results obtained with the test cavity measure-
ments and fitting the experimental data to a standard theoretical model [44].
The main findings were as follows:

– The surface resistance of two types of NEG coating (dense and columnar) was
investigated at 7.8 GHz. The bulk conductivity was obtained with the analytical
model: 𝜎c = 1.4× 104 S/m for the columnar NEG coating and 𝜎d = 8× 105 S/m
for the dense NEG coating; the latter is the same value as for the bulk target.

– The standard analytical models for the surface resistance of multilayer struc-
tures and the obtained experimental results for the films deposited on copper
substrates are in good agreement.

– Based on the NEG conductivity values obtained at 7.8 GHz (and with the
assumption that the classical Drude model is still valid), the beam energy loss
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Table 5.2 Metals with the highest electric conductivity.

Metal Ag Cu Au Al Mo Zn Ni Fe

𝜎 [S/m] 6.2× 107 5.9× 107 4.4× 107 3.7× 107 1.9× 107 1.7× 107 1.4× 107 1.0× 107

and the energy spread induced by resistive wall wakefield effects on the beam
have been investigated and compared in vessels coated with either of the two
types of film.

It must be noted that these results show, from one side, that the bulk conduc-
tivity can be varies in a wide range (by a factor of ∼60 in these experiments)
and depends on deposition conditions; from another side, they correspond to
Ti–Zr–Hf–V films only, and other film compositions could result in a different
range of values.

The NEG coating surface resistance can be reduced by two ways:

– Reducing the film thickness to 200–400 nm. This requires studying of all vac-
uum properties (sticking probability, pumping capacity, PSD, ESD, number of
activation–saturation cycles), because most of the present evaluation has been
done with 1-μ-thick NEG films.

– Developing high conductivity NEG coatings. This can be achieved by includ-
ing high electrical conductivity metal into the film composition (see Table 5.2).
This also requires studying of all vacuum properties for various film composi-
tions and morphologies.

5.14 NEG at Low Temperature

Very little is known about the NEG coating behaviour at low temperature. The
only result on PSD at low temperature reported in Ref. [45] showing that the H2
dynamic pressure is reducing the beam vacuum chamber temperature from 300
to 90 K due to a combination of the two enhancing each other’s effects:

– Sticking probability is equal to 𝛼 ≈ 6.5× 10−2 and remains constant between
200 and 300 K, but it is increasing when temperature decreases and reaches
𝛼 ≈ 0.32 at T = 90 K.

– Reduction of PSD yield with temperature by a factor of approximately 4–6.

So, the results are promising, and more experimental data are needed to cover the
lower temperature range interesting for the cryogenic vacuum systems: 3–90 K.

5.15 Main NEG Coating Benefits

The main benefits of using NEG coating in accelerator vacuum chamber can be
summarised as follows:

– Reduced thermal outgassing.
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– Reduced particle stimulated desorption: PSD, ESD, and ISD.
– Provides large distributed pumping speed.
– Can be activated at temperatures in the range of 150–180 ∘C, which is equal

to or lower than the bakeout temperatures applied to uncoated vacuum cham-
bers.

– Allows to use a simple shape of vacuum chamber (round or elliptic) and avoid
antechamber for increasing vacuum conductance or for placing a distributed
vacuum pump.

– Once activated, it does not require power supply for operation.
– It is a cost-effective solution, due to simplifying vacuum chamber shape, reduc-

ing the number and size of pumps required.

Example: In the ILC damping ring design, the vacuum specification in the arcs is
required to reach an average dynamic pressure (i.e. a pressure in the presence of
the beam) of ⟨P⟩≤ 10−9 mbar after 100 A h beam conditioning. This specification
can be met with various vacuum designs. Two possible working solutions can be
compared [46]:

– A 316LN stainless steel vacuum chamber (without NEG coating) baked at
300 ∘C for 24 hours requires 200-l/s pumps every 5 m.

– A Ti–Zr–V-coated vacuum chamber baked at 180 ∘C for 24 hours requires
20-l/s pumps every 30 m. It is important to note that if the 20-l/s pumps are
installed every 5 m, the specified pressure of 10−9 mbar in the presence of the
beam can be met immediately after NEG activation.

Thus, a design based on the NEG-coated chamber requires less number of
pumps of smaller size, less number of controllers and cables, less electric power
consumption of the pump controller, and less electric power consumption for
heating vacuum chamber (because the NEG activation temperature is lower than
the required bakeout temperature without NEG coating). Therefore, the NEG
coating allows to reach the same vacuum specifications at lower cost, or to meet
these specification in a shorter time, or to reach specifications, which can’t be
met without NEG coating.

5.16 Use of NEG-Coated Vacuum Chambers

NEG coatings are already widely used for the design of particle accelerators.
The ESRF located in Grenoble (France) was the first accelerator where the
NEG-coated vacuum chambers were installed inside undulators. The ESRF
operation conditions occasionally require interventions into some sections
of the storage ring vacuum system with air vent followed by vacuum system
bakeout and a two-week beam conditioning until the Bremsstrahlung radiation
in the user’s bunker was reduced to a safe level. Upon the replacement of
conventional vacuum chamber with an NEG-coated one, the safe level was
reached in three days [30]. After such a remarkable demonstration of benefit of
using NEG-coated vacuum chamber, the NEG coating was used on more ESRF
beamlines [47] and in many other machines.
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SR sources experience similar problems; therefore, the ESRF experience was
quickly adopted in other SR machines. Initially, it was carefully used in the most
critical sections: in narrow wiggler and undulators vessels at ELETTRA in Italy
[31], DLS in the United Kingdom [48], TLS in Taiwan [49], etc. Accumulated
positive experience brought more confidence, and NEG coatings of storage ring
was implemented for the first time in a Soleil design in France [50], followed by
MAX-II and MAX-IV in Sweden [51–53].

Heavy ion accelerators require XHV vacuum conditions and NEG coating is
a technology that could create such environment; therefore NEG coating was
applied at SIS-18 at GSI in Germany [54], RHIC at BNL in the United States [55],
and LEIR at CERN in Switzerland [56, 57].

High energy colliders also require UHV/XHV conditions. In addition the NEG
coating provides another benefit: a lower photon and secondary electron yield
than bare copper, aluminium, or stainless steel; therefore it is not only vacuum
technology but also electron cloud mitigation solution. Thus, large sections of
Large Hadron Collider (LHC) at CERN operating at room temperature [58] were
coated with NEG. This is the longest NEG-coated vacuum chamber in the world.
Studies of NEG coating for high energy colliders are also performed at KEK-B
in Japan [40, 41]. The NEG coating was considered for the ILC damping rings
[46] and the Interaction Region. It is an option for vacuum systems of the Future
Circular Collider Studies [59].
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Vacuum System Modelling
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6.1 A Few Highlights from Vacuum Gas Dynamics

There are a number of books and chapters of vacuum handbooks devoted to
the analysis of gas flows in complex vacuum systems, for example, Refs. [1, 2]
as well as many other books, papers, lectures, talks, etc., see the references in
Chapter 1. However, they are not fully relevant to the vacuum system of particle
accelerators. The special things related to accelerators are that (i) the gas load
is usually distributed and non-uniform, there could be several sources; (ii) the
pumping system may include a number of various ultra high vacuum (UHV)
pumps, which are either connected at pumping ports or distributed along a
vacuum system; and (iii) the aspect ratio of length to a transverse dimension
of vacuum chamber L/d is usually large. Therefore, it is often justified to use a
one-dimensional (1D) model to analytically describe the accelerator vacuum
systems. In this chapter, we will compare the advantages and disadvantages of an
analytical 1D diffusion model (Knudsen–Clausing model) and three-dimensional
(3D) test particle Monte Carlo (TPMC) simulations in a particle accelerator
vacuum system design and then a possibility to combine the advantages of both
in the process of vacuum system design optimisation.

The postulated physical conditions for these models are the following:
– The molecular flow is stationary.
– The particles are uniformly distributed over the vacuum chamber cross section

(for a 1D model).
– The angular (or directional) velocity distribution of particles is uniform.
– Free molecular gas flow rate regime, i.e. the mean free path of particles, is much

larger than the dimensions of the vacuum chamber.
– The particles are reflected from the walls with a cosine law (diffuse scattering)1

[3].

1 A diffuse scattering assumes a complete accommodation of gas molecules in gas–surface
interactions. It must be noted that this condition is incorrect for light species such as H2, He, Ne,
CH4, and CO [3], deviates from the molecular reflectivity from the diffused scattering, and affects
gas flows at smooth, polished, and single crystal surfaces. However, the deviation from the diffused
scattering is insignificant on rough industrial surfaces.

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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It is expected that the reader is familiar with the basics of gas dynamics. The
following Section 6.1 is not intended to provide a complete cover of vacuum gas
dynamics, but it will highlight just a few most important gas dynamics laws and
equations that can be used in the accelerator vacuum modelling.

6.1.1 Gas in a Closed Volume

6.1.1.1 Gas Density and Pressure
Particle accelerator vacuum specifications are related to a collision rate between
the beam particles and gas molecules; therefore the characteristic that is really
important for the beam–gas interaction is a number gas density. Let us consider
a closed volume V containing N molecules at temperature T (see Figure 6.1).
It is considered here that gas is in equilibrium state and fully thermalised with
vacuum chamber walls: i.e. the gas temperature is exactly the same as the wall
temperature.2 Molecules are evenly distributed within this volume with a number
gas density (or gas density), n, defined as

n
[

molecules
m3

]
= N[molecules]

V [m3]
. (6.1)

However, use of pressure is the most common in vacuum community. Pressure
P and a number gas density n for each gas i are bonded with the ideal gas low
formulated by Émile Clapeyron in 1834:

Pi = ni kBT . (6.2)

N molecules
in volume V
at temperature T

Figure 6.1 Closed volume
containing V containing N
molecules at temperature T .

2 In general, in gas flow dynamics, the gas temperature could be different from the vacuum
chamber walls.
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This equation is valid for the ideal gas when the rarefied gases are at tempera-
tures far from the liquefying temperature of the species into consideration: i.e.
molecules do not stick to each other creating clusters, drops, and a fog.

6.1.1.2 Amount of Gas and Gas Flow
The Boyle–Mariotte law (the seventeenth century empirical discovery) states that
for a fixed amount of ideal gas at a fixed temperature, one can write

PV = const. (6.3)

After introducing the absolute temperature scale at the end of nineteenth century,
this law was generalised to the ideal gas law (or the general gas equation), which
can be written as

P V = N kBT . (6.4)

This allows to write an equation of the state of ideal gas:

PV
T

= const. (6.5)

The constants in Eqs. (6.3) and (6.5) are proportional to an amount of gas that
can be expressed in SI units either as a mass in kilogrammes [kg] or as an amount
of substance in moles [mol]. However, in various applications there are a number
of other different units traditionally used for measuring an amount of gas. Thus,
in vacuum for particle accelerators, the amount of gas is commonly measured
either in a number of molecules, N [molecules], or as a product of pressure and
volume, PV [Pa⋅m3] (or [mbar⋅l]). It must be noted that a number of molecules
N of ideal gas do not depend on its temperature, while the amount of gas mea-
sured with pressure units (such as PV [Pa⋅m3]) must be reported for a defined gas
temperature. There are a few commonly used defined temperatures:

– The standard temperature is T = 0 ∘C = 273.15 K.
– Room temperature: most commonly used are

⚬ T = 20 ∘C = 293.15 K in SI
⚬ T = 300 K for numerical convenience

– An actual temperature of vacuum chamber.

Consequently, a gas flow rate Q can be measured in either [molecules/s] or
[Pa⋅m3/s)] at a defined temperature. Similarly, the specific outgassing rate qt and
gas desorption flux per unit axial length q are defined in Table 6.1.

When the temperature of vacuum chamber (and therefore the temperature of
gas) is not changing along the beam path and with time, the use of either pressure
or gas density is equally acceptable. However, if the temperature varies, the use
of gas density is preferable; see Chapter 7 for more details. Thus, all the following
analysis will be mainly written for the gas density. However, when the pressure
units have to be used, all the resulting equations and solutions can be easily con-
verted to units by replacing n, Q, q, and qt with P, Q*, q*, and qt*, respectively,
using formulas shown in Table 6.1 at the defined temperature T .
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Table 6.1 Units and their dimensions used in equations for gas density n and pressure P.

Parameter Units Parameter Units Formula

Amount of gas N [molecules] Amount of gas
PV

[Pa⋅m3] P V = N kBT

Gas density n [molecules/m3] Gas pressure P [Pa] P = n kBT
Local gas flow rate
Q

[molecules/s] Local gas flow
rate Q*

[Pa⋅m3/s] Q * = Q kBT

Specific outgassing
rate qt

[molecules/(s⋅m2)] Specific
outgassing rate
qt*

[Pa⋅m3/s] qt * = qt kBT

Gas desorption
flux per unit axial
length q

[molecules/(s⋅m)] Gas desorption
flux per unit
axial length q*

[Pa⋅m2/s] q * = q kBT

6.1.2 Total Pressure and Partial Pressure

The gas in a vacuum system is usually composed of several types of molecules
(species). The pressure in a vacuum system with several gases is described by the
Dalton law: ‘The total pressure, Ptot, is the sum of all the partial pressure, Pi’,

Ptot =
∑

i
Pi. (6.6)

6.1.3 Velocity of Gas Molecules

In the kinetic theory of gases, the molecular velocity distribution is deter-
mined by the Maxwell–Boltzmann equation (Eq. (3.41) in Ref. [4] or Eq. (2.37)
in Ref [5]):

F0

(
v

vmp

)
= 4√

𝜋

v2

v2
mp

exp

(
− v2

v2
mp

)
, (6.7)

where vmp is the most probable velocity (also known as the most probable speed)
defined as

vmp =
√

2RT
M

=
√

2kBT
m

. (6.8)

In the following analysis the velocity of molecules is applied in many formulas.
An average of absolute value of the velocity (also known as mean speed), v, is
represented by

v =
√

8RT
𝜋M

=
√

8kBT
𝜋m

, (6.9)

where M [kg/mol] is the molar mass of the gas, R = 8.3145 J/(K⋅mol) is the molar
(or universal) gas constant, and T [K] is the absolute temperature.
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The root-mean-square velocity, vrms, is represented by

vrms =
√

3RT
M

=
√

3kBT
m

. (6.10)

The ratio between these values are

v
vmp

=
√

4
𝜋

= 1.128;
vrms

vmp
=

√
3
2
= 1.225;

vrms

v
=

√
8

3𝜋
= 1.085.

(6.11)

The normalised molecular velocity distribution is shown in Figure 6.2.
Table 6.2 shows the molar and molecular mass of most common gases present

in an accelerator vacuum chamber and their mean speed at LHe, LN2, and room
temperatures.
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Figure 6.2 The normalised molecular velocity distribution.

Table 6.2 Molar and molecular mass of most common gases in an accelerator vacuum
chamber and their mean speed at LHe, LN2, and room temperatures.

Gas M [g/mol] m [kg]
v [m/s] at
T = 20 ∘C

v [m/s] at
T = 77.2 K

v [m/s] at
T = 4.17 K

H2 2.0159 3.3474× 10−27 1755 900.5 209.3
He 4.0026 6.6465× 10−27 1245 639.0 148.5
CH4 16.0425 2.6639× 10−26 622.0 319.2 74.19
H2O 18.0153 2.9915× 10−26 587.0 301.2 70.01
CO 28.0101 4.6512× 10−26 470.7 241.6 56.14
N2 28.0134 4.6517× 10−26 470.7 241.6 56.14
O2 31.9988 5.3135× 10−26 440.4 226.0 52.53
Ar 39.9480 6.6335× 10−26 394.2 202.3 47.01
CO2 44.0095 7.3079× 10−26 375.5 192.7 44.79
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6.1.4 Gas Flow Rate Regimes

Gas molecules can interact with vacuum chamber walls and with other gas
molecules in a volume. The equivalent free path of gas molecules is defined as

𝜆 =
𝜇vmp(Ts)

P
, (6.12)

where P is the local pressure of the gas, 𝜇 is the gas viscosity, and Ts is the surface
temperature. The equivalent free path is a more direct and more accurate value
than the mean free path used earlier in the rarefied gas dynamics, see Eq. (5.1) in
Ref. [4], Eq. (1.32) in Ref. [5] and Eq. (5) in Ref. [6].

A dimensionless parameter known as the Knudsen number, Kn, is used to
describe the flows of rarefied gases. The Knudsen number is defined as a ratio
between the equivalent free path, 𝜆, and a characteristic vacuum chamber
size,3 d:

Kn = 𝜆

d
. (6.13)

Gas flow rate regimes are defined in respect to the Knudsen number as shown in
Table 6.3.

The molecular free regime is most interesting for modelling and design of
vacuum systems of particle accelerators, because most of vacuum systems
are designed to UHV/XHV vacuum specification (with an exception of initial
pumping down of accelerator vacuum chamber and a few specialised devices
such as gas targets and ion sources). Thus, the following analysis in this book is
related to the free molecular flow regime only.

Since molecules are travelling between the vacuum chamber walls without col-
liding each other, a behaviour of each molecule does not depend on the others;
thus each gas can be modelled independently.

Table 6.3 Gas flow rate regimes.

Gas flow
rate regime Behaviour 𝝀 and d Kn

Viscous Molecule–molecule collisions dominate 𝜆 ≪ d Kn< 0.01
Slip molecule–molecule collisions dominate

but molecule–wall collisions are
important boundary condition

𝜆< d 0.01<Kn< 0.1

Transitional Molecule–molecule collisions and
molecule–wall collisions are equally
important for the gas flow

𝜆∼ d 0.1<Kn< 10

Free molecular Molecule–wall collisions dominate
behaviour

𝜆≫ d Kn> 10

3 For circular tubes the characteristic size is its diameter, while for non-circular tubes it can be
calculated as d = 4Ac/F .
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6.1.5 Pumping Characteristics

In a volume with a gas density n, gas molecules are hitting vacuum chamber walls
with an impingement rate, J , defined as the number of molecular hits per second
per unit of surface area, see (Figure 6.3). When gas is in equilibrium state, an
impingement rate is calculated for a gas with a molecular mass M and at a defined
temperature T with the following formula:

J(M,T)
[

molecules
s⋅m2

]
= 1

4
n
[

molecules
m3

]
v(M,T)

[m
s

]
. (6.14)

Note: In the following text, all equations are written for a single gas with defined
M and T ; thus the notations (M, T) are omitted.

An impingement rate could be calculated not only for real surfaces but also for
any virtual surface. In the latter case, since a virtual surface has two sides, the
impingement rates could be calculated in two opposite directions. In static con-
ditions, a number of molecules passing any virtual surface per unit area in each
direction is equal to J and the total number of molecules passing any virtual sur-
face per unit area is equal to 2J , and a net gas flow rate is equal to zero. However,
in the presence of gas flow, the impingent rates at two sides of a virtual surface
could be different and a net gas flow rate is not equal to zero.

A molecular gas flow rate Qin [molecules/s] towards vacuum chamber walls
with surface area A (i.e. the number of molecules hitting this surface every sec-
ond) is equal to

Qin(M,T) = J(M,T)A = nA v(M,T)
4

. (6.15)

In case of using terms of pressure P, a gas flow rate Q∗
in [Pa⋅m/s] is equal to

Q∗
in(M,T) = PA v(M,T)

4
. (6.16)

A sticking probability 𝛼 of a sorbing surface can be defined as

𝛼 = 1 −
Qout

Qin
, (6.17)

J

J

J

J

J

Area: 1 m2

Figure 6.3 Impingement rates J at real and virtual surfaces.
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Qin Qin

(a) (b)

Qout Qout

Real
surface

Pump

Virtual
surface

Figure 6.4 Incoming and outcoming gas flows at (a) real and (b) virtual surfaces.

where Qout [molecules/s] is a molecular gas flow rate from vacuum chamber walls;
see Figure 6.4a.

Note: In this book we distinguish between sticking coefficient (local parameter)
and sticking probability (averaged parameter). A sticking coefficient is defined in
the surface science in respect to a well-defined surface (for example, a crystal
with certain lattice and its orientation to the surface); thus a sticking coefficient
may strongly depend on an incident angle, surface material, and morphology,
and reflected molecules may have one or a few discrete preferred directions. In
contrast, the word ‘probability’ is highlighting a statistical nature of sticking prob-
ability defined in relation to a real surface of vacuum chamber walls with a surface
roughness, various grain sizes, and lattices and orientations. It also implies a dif-
fuse (cosine low) reflectivity of non-absorbed molecules.

An ideal pump is a surface with a sticking probability 𝛼 = 1 (i.e. all interacting
molecules stick and remain at the surface for an infinity large time, i.e. sorbed).
An equation for an ideal volumetric pumping speed of this surface can be written
as follows:

Sid = A v
4
. (6.18)

When sticking probability 𝛼 ≠ 1, then the volumetric pumping speed of sorbing
wall, S, is

S = 𝛼A v
4
= 𝛼Sid. (6.19)

Similar analysis can be applied to the vacuum pumps. Pumping speed of the
lumped pumps is defined to the virtual surface at the pump entrance (usually to
the connecting flange); see Figure 6.4b. For a pump with a pumping speed SP, a
pump capture efficiency or a capture coefficient 𝜌 is defined as

𝜌 =
SP

Sid
=

4SP

Av
, (6.20)

where A is an area of the virtual surface at the pump entrance hole.
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6.1.6 Vacuum System with a Pump

Let us consider a simple vacuum system schematically show in Figure 6.5. Pres-
sure, P [Pa], in this vessel is defined by the total gas load, Q* [Pa⋅m3/s], and total
pumping speed, S [m3/s], with a so-called Vacuum Plumber’s Formula 1:

P = Q∗

S
. (6.21)

Similarly, the gas density, n [molecules/m3], is defined by the total gas load, Q
[molecules/s], and total pumping speed, S [m3/s]:

n = Q
S
. (6.22)

Figure 6.5 A simple vacuum
system with the total gas
load, Q, and total pumping
speed, S.

Q

P, n

Vacuum vessel
Pump

S

6.1.7 Vacuum Conductance

Let us consider two large vacuum volumes with different pressures P1 and P2 con-
nected with a tube with a characteristic cross-sectional dimension (for example,
a tube diameter) much smaller than the characteristic dimensions of this volume
(see Figure 6.6). The gas flow rate Q* between these volumes depends on pressure
difference ΔP = P1 −P2 and vacuum conductance of connecting tube, which is
defined with Vacuum Plumber’s Formula 2:

U = Q∗

ΔP
= Q

Δn
. (6.23)

Vacuum conductance depends on tube dimensions, molecular mass, and tem-
perature of gas. In the viscous and transitional gas flow rate regimes, the vacuum
conductance also depends on pressure. In the molecular flow regime, which is

P1 P2

L

Figure 6.6 Two vacuum volumes with a connecting tube.
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the most interesting for particle accelerator application, the vacuum conductance
does not depend on pressure. Analytical and empirical formulas for various cross
sections of vacuum tubes are well described in literature (see Refs. [1–14] in
Introduction). More specific conductance can be found using TPMC (see Section
5.3) or a method of angular coefficients. Here, we will show a few examples to
explain how vacuum conductances are used in the modelling of accelerator vac-
uum system.

6.1.7.1 Orifice
The simplest example of the connecting tube is a tube with zero length, or orifice
(see Figure 6.7). In the isotropic gas in the molecular flow regime, the number
of molecules hitting a vacuum vessel wall (or crossing from one side any virtual
wall) of area A is defined by Eqs. (6.15) and (6.16). In the application to an orifice,
it gives a simple formula for its vacuum conductance:

Uo =
Q∗

12 − Q∗
21

P1 − P2
= A v

4
= Sid; (6.24)

6.1.7.2 Vacuum Conductance of Long Tubes
Vacuum conductance of tubes were studied by M. Knudsen, based on an earlier
work by M. Smoluchowski. It was shown that vacuum conductance of a tube with
a constant cross section increases with a cross-sectional area, A, and reduces with
a tube length, L. However, an accurate derivation of a formula even for a simple
case of a long circular tube is quite complicated.

A number of formulas for tubes with a few various cross sections and shapes
are published in literature (see references in Chapter 1). However, all the variety
of these formulas is usually limited to a few simple cross sections such as circular,
elliptic, and rectangular. It is also important to remember that these formulas are
approximate ones and, in some cases, may lead to significant errors.

Thus, the vacuum conductance of a required cross section could be obtained
by a few methods:

– The vacuum conductance for any shape of vacuum chamber can accurately be
calculated with TPMC method (see, for example, [7, 8]) and will be discussed
in this chapter.

P1 P2

Figure 6.7 Two vacuum
volumes with a connecting
orifice.
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– Results for tubes with a few simple cross sections (e.g. circular, elliptic, and
rectangular) can obtained by the integro-moment method based on the lin-
earised Bhatnagar–Gross–Krook (BGK) equation (see, for example, Chapter
12 in Refs. [5, 6, 9–13]).

– These results for discrete geometrical parameters can be fitted with a formula
allowing to calculate the result for various parameters.

A vacuum conductance of the tube with a constant circular cross section with
a diameter d can be calculated with a formula that provides an accuracy of 0.03%
in comparison to the numerical results published in Ref. [11]:

U = 𝜋d3v
12L

= 0.2618 d3v
L
. (6.25)

A vacuum conductance for an elliptic cross section with the major axis b and
minor axis a (see Figure 6.8) can be calculated with a formula fitting the results
in Ref. [11] as follows:

U = 0.52375 a2b2

(a + b)

(
1 − 𝜆

1.8 + 2
√

1 − 1.03𝜆

) v
L
, where 𝜆 =

(
a − b
a + b

)2

.

(6.26)

In comparison to the numerical results published in Ref. [11], this formula is cor-
rect for a = b, which provides an accuracy ±1.2% for 1< a/b≤ 100.

For a tube with a rectangular cross section with sides a and b, the vacuum con-
ductance can be described with a formula fitting the results in Ref. [12]:

U = 0.74327 b4

(a + b)

(a
b

)2.13 v
L
. (6.27)

In comparison to numerical results published in Ref. [12], this equation is correct
for a = b, which provides with an accuracy ±8% for 1< a/b≤ 100.

6.1.7.3 Vacuum Conductance of Short Tubes
Vacuum conductance of short channel can be calculated with a formula:

1
U

= 1
Uo

+ 1
Ut

(6.28)

d
L

b b

a a

Figure 6.8 Circular, elliptic, and rectangular tubes and their geometrical characteristics.
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P1 P2

z

ΔL ΔLL

0

Figure 6.9 An effective length of short channel: Leff = L+ 2ΔL.

This is an approximate formula that gives up to 10% accuracy for a circular cross
section [1] and can be written as

U = 𝜋d3v
16d + 12L

. (6.29)

Equation (6.28) for short channels can also be written in a different form:

U = Ut(Leff ), (6.30)

where Leff is an effective length of short channel: Leff = L+ 2ΔL [14]. For a circu-
lar cross section, ΔL = 0.63d/L [14]. A value of ΔL calculated from approximate
Eq. (6.29) gives 5.8% a higher result: ΔL = 2d/3L≈ 0.67d/L.

Using Eq. (6.30) for tube conductance, gas density along the channel axis z
between two large vessels with pressures P1 and P2 (see Figure 6.9) can be cal-
culated more accurately:

P(z) =

⎧⎪⎪⎨⎪⎪⎩
P1 for z ≤ −0.5Leff

P1 +
P2 − P1

Leff
(z + 0.5Leff ) for − 0.5Leff < z < 0.5Leff

P2 for z ≥ 0.5Leff

, (6.31)

Equation (6.31) accounts that pressure outside the tube ends is not equal to P1 or
P2 for a distance ΔL from the tube ends.

6.1.7.4 Serial and Parallel Connections of Vacuum Tubes
A vacuum conductance of a few tubes connected in series (see Figure 6.10a) is
calculated as

1
U

=
∑

i

1
Ui
. (6.32)

While in the case of parallel connection of vacuum tubes (see Figure 6.10b,c), it is

U =
∑

i
Ui (6.33)

6.1.8 Effective Pumping Speed

When a pump is connected to a vacuum vessel with a connecting tube, the pump-
ing efficiency is reduced due to vacuum conductance U of the tube, the resulting
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U1

(a)

(b) (c)

U1

U2

U2 U3

U1
U2

U4

Figure 6.10 (a) Serial connection of a few vacuum tubes, (b) parallel connections of two
vacuum tubes, and (c) increasing of longitudinal vacuum conductance of beam chamber, U1,
with a large antechamber conductance U2.

pumping speed in respect to the vacuum vessel is called an effective pumping
speed and defined as

1
Seff

= 1
Sp

+ 1
U
. (6.34)

In a case when a pump is connected with a few tubes (with vacuum conductances
Ui) connected in series, the above equation can be rewritten in more general
form:

1
Seff

= 1
Sp

+
∑

i

1
Ui
. (6.35)

A pump effective capture coefficient 𝜌eff could also be specified for such assembly
of a pump with a connecting tube as follows:

𝜌eff =
Seff

Sid
. (6.36)

A normalised effective pumping speed, Seff/Sp, as a function of ratio between
a conductance of pumping port and a pump pumping speed, U/SP, is shown in
Figure 6.11. One can see the following:

– The effecting pumping speed is almost equal to the pump pumping speed
when the vacuum conductance is much greater than the pump pumping
speed: Seff(U ≫ SP) = SP. The condition U ≫ SP provides the most efficient use
of a vacuum pump. If necessary, the effecting pumping speed can be increased
a few times by connecting a pump with a larger pumping speed.

– When the vacuum conductance is equal to the pump pumping speed, the
effective pumping speed is reduced to 50% of the pump pumping speed:
Seff(SP = U) = 0.5SP = 0.5U . The condition U ≈ SP provides a reasonable
balance between the size of the pump and available vacuum conductance. If
necessary, the effecting pumping speed can be increased by connecting a pump
with a larger pumping speed, but not greater than a factor of 2: for example,
replacing a pump with another one with SP = 2Uwill increase the effective
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Figure 6.11 A normalised effective pumping speed, Seff/Sp, as a function of ratio between a
conductance of pumping port and a pump pumping speed, U/SP .

pumping speed increased by a factor of 1.33: Seff(SP = 2U) = 0.33SP = 0.67U ;
for SP = 9U the effective pumping speed increases by a factor of 1.95 only:
Seff(SP = 9U) = 0.1SP = 0.9U .

– When the vacuum conductance is much lower than the pump pumping speed,
the effective pumping speed is defined by the vacuum conductance and does
not depend on the pump pumping speed: Seff(U ≪ SP) = U . This condition,
when the effective pumping speed does not depend on the pump pumping
speed, is called a conductance-limited pumping. This is the least efficient way
of pumping, not economic use of pump and should be avoided if possible. Pos-
sible ways to provide a larger effective pumping speed are related to increase
the vacuum conductance by shorter length, larger cross section, or increased
number of connecting vacuum tubes connected in parallel.

6.2 One-Dimensional Approach in Modelling
Accelerator Vacuum Systems

The diffusion model is an analytical 1D approach. It uses global and averaged
parameters: pressure, pumping speed, uniform molecular velocity distribution,
temperature, etc. In many cases accuracy is within 0.1–10%; however, its appli-
cability should always be checked because in some cases (e.g. vacuum chamber
with sorbing walls, beaming effect) the error may be times or even orders of mag-
nitude. The parameters used for gas dynamics modelling are defined in respect
to a longitudinal coordinate z. The non-uniform distribution of gas flow, pressure
or gas density, temperature of gas or vacuum chamber walls, and gas desorption
or injection is not considered at this approach; therefore the calculated results
could be not accurate.
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6.2.1 A Gas Diffusion Model

This approach is based on continuous flow fluid dynamics along the vacuum
chamber with the uniform cross section A and the specific vacuum conductance
u, which is defined as a vacuum conductance per unit of vacuum chamber length:

u = UL. (6.37)
Here, L is a total length of vacuum chamber of the same cross section. Thus, for
example, a specific vacuum conductance of a circular vacuum chamber can be
calculated as

u = 𝜋d3v
16 d

L
+ 12

. (6.38)

It is quite common in accelerators when a length of vacuum chamber of the same
cross section is much larger than its diameter: L≫ d. When this condition is met,
Eq. (6.38) simplifies to

u = 𝜋d3v
12

. (6.39)

Let us consider a part of a vacuum chamber between longitudinal coordinates zi
and zi+1 with a length Δz = zi+1 − zi and a volume VΔz = AΔz. A gas density inside
this volume changes with time as a sum of all incoming and outcoming molecules
in three terms: the gas desorbed from the walls, Qi = qi Δz; the gas pumped at
the walls, Qp,i = Ci ni = ci Δz ni; and gas diffusion form and to the neighbouring
elements, Qd,i = UΔz(ni − ni−1) and Qd,i+1 = UΔz (ni+1 − ni), correspondingly (see
Figure 6.12). Note that UΔz = u/Δz.

It is important to pay attention on units and dimension of used parameters:
gas desorption flux per unit axial length q is measured in [molecules/(s⋅m)], a
distributed pumping speed per unit axial length c is measured in in [m2/s], and
a specific vacuum chamber conductance per unit axial length u is measured in
[m4/s].

The gas balance in a vacuum chamber can be written as follows:

VΔz
dni

dt
= Qi − Cini + UΔz(ni−1 − ni) − UΔz(ni − ni+1) (6.40)

Qp,i–1 Qp,i Qp,i+1

Qd,i–1 Qd,i+2Qd,i Qd,i+1ni–1 ni ni+1

Qi–1 Qi Qi+1

Zi–1 Zi Zi+1 Zi+2

Figure 6.12 Gas balance in a vacuum chamber volume between longitudinal coordinates zi
and zi+1.
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or

AΔz
dni

dt
= qΔz − ciniΔz + u

Δz
(ni−1 − ni) −

u
Δz

(ni − ni+1); (6.41)

which leads to the second order differential equation:

A𝜕n
𝜕t

= q − cn + u𝜕
2n
𝜕z2 ; (6.42)

where gas desorption q in may consists of a few main sources – thermal desorp-
tion, photon stimulated desorption (PSD), and electron stimulated desorption
(ESD):

q = 𝜂t F + 𝜂
𝛾
Γ + 𝜂e Θ; (6.43)

where 𝜂t is a specific thermal outgassing rate, F is vacuum chamber cross section
circumference (or surface area per unit axial length of vacuum chamber), 𝜂

𝛾
is

PSD yield,Γ is a photon flux per unit axial length, 𝜂e is ESD yield, andΘ is electron
flux per unit axial length.

In this model, distributed pumping per unit axial length c can describe a few
different types of distributed pumps:

– An non-evaporable getter (NEG)-coated vacuum chamber with sticking prob-
ability 𝛼:

c = 𝛼F (6.44)

– A vacuum chamber with an antechamber equipped with a distributed pump
(such as getter strip, in-built sputter ion pumps, or cryopumping) with a pump-
ing speed per unit axial length spump [m2/s] and a vacuum conductance of a slot
between a beam chamber and antechamber per unit axial length uslot [m2/s]:

1
c
= 1

spump
+ 1

uslot
, (6.45)

– A lumped pump with a pumping speed, SP [m3/s], as a part of a vacuum cham-
ber with a length equal to a z-axis width of a pumping port connected to it, Lp
[m], and a vacuum conductance, Up [m3/s], between the pump and the beam
chamber:

1
c
=

(
1
Sp

+ 1
UP

)
Lp =

Lp

Seff
, (6.46)

The left-hand side term of Eq. (6.42) is significant in accelerators mainly dur-
ing beam injection, topping up, and dumping. Most of the times in accelerators,
the beam is slowly changing, providing a so-called quasi-equilibrium condition
described as

q − cn + u𝜕
2n
𝜕z2 ≫ A𝜕n

𝜕t
.

When the quasi-equilibrium condition is met (which is reached within a few
milliseconds after the beam injection, top-up, or dumping), one can consider
A𝜕n∕𝜕t ≈ 0, and then Eq. (6.42) can be simplified to

u d2n
dz2 − cn + q = 0. (6.47)
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This second-order differential equation for the function n(z) has two solutions:⎧⎪⎨⎪⎩
n(z) = −

q
2u

z2 + C1az + C2a for c = 0,

n(z) =
q
c
+ C1be

√
c
u

z + C2be−
√

c
u

z for c > 0;
(6.48)

where the constants C1 and C2 depend on the boundary conditions. These formu-
las for a gas density along a vacuum chamber are the main tools for the following
analysis. The solutions for c = 0 corresponds to the vacuum chamber with no
pumping properties and the solutions for c> 0 corresponds to a vacuum cham-
ber with a distributed pumping. It is worth calculating a term𝜔 =

√
c∕u, as it may

simplify the following calculations. For example, in the case of a circular tube,

𝜔 =
√

c
u
=

√
3

d
. (6.49)

Note 1: In this book the model equations are written in SI units, while the units
used in practical vacuum technology are often a mixture of various standards:
pressure in mbar and Torr instead of Pa, pumping speed in l/s instead of m3/s,
gas flow rate in sccm and Torr l/s instead of Pa m3/s or kg/s.

Note 2: These equations are written for fixed parameters q, u, and c: i.e. they do not
depend on a coordinate z. Although it is possible to deliver the equations for
variable q, u, and c, implementing this would complicate the analysis unneces-
sarily. The main advantage of 1D model in comparison to be more accurate as
3D models is its simplicity, which is applied for a quick optimisation of vacuum
systems in the early design phase. Thus there is no reason to complicate inac-
curate 1D model further. Thus, within an accuracy of 1D model, the variation
of q, u, and c within 10–20% can be considered ‘practically constant’ and the
model can be applied to a part of a vacuum chamber that meets this criteria.

6.2.2 A Section of Accelerator Vacuum Chamber in a Gas Diffusion
Model

In this model, an accelerator vacuum chamber is fragmented along the beam path
on N elements. Every ith element (i = 1, …, N) of length Li lying between longi-
tudinal coordinates zi−1 and zi (see Figure 6.13) will be described by Eqs. (6.48)

z0 z1 z2 zi–2

ni–1 ni+1ni

zi–1

n1 n2

zi zi+1 zN–1 zN

nN

(a) only

(a) + (b)

Figure 6.13 A 1D model layout for (a) a ring or repeatable sections with the closed loop
conditions and (b) linear accelerators with the open end conditions.
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with two unknowns C1,i and C2,i and three parameters: q, u, and c. This means
that the gas flow rate qi, the vacuum chamber shape (defining its specific vac-
uum conductance ui), and distributed pumping ci should not change within ith
element; however each of these parameters could be the same or different in the
neighbour components.

This suggest that the natural borders between the elements should be at the
locations of

– a change of vacuum chamber cross section (for example, from a round beam
pipe to a chamber with an antechamber)

– a change in gas desorption along the beam vacuum chamber (for example, a
jump in synchrotron radiation (SR) intensity due to SR absorber or location of
dipoles)

– a change in pumping, where the neighbour components could be of any com-
bination of pumping properties: either one with c = 0 and another with c> 0,
or both with c = 0, or both with c> 0. The latter could have two cases: ci = ci+1
or ci ≠ ci+1.

In practice, one needs to make additional borders, because in a real accelerator
vacuum chamber the values of q, u, and c may continuously vary with a coordinate
z. To apply this method, one can choose the lengths of each model element of
vacuum chamber to meet a criterion that q, u, and c vary (within the element)
less than a certain limit (for example, ±5%) and then to use their average values
qi, ui, and ci within the element i. Thus, the method allows varying the desorption
qi, the vacuum conductance ui, and pumping speed ci in a wide range of values.
The only additional thing to consider is that the shorter the length of elements,
the larger the number of elements N will be.

A modelled vacuum chamber is described now as a function of a coordinate z
with N equations with 2N unknowns (C1,i and C2,i):

ni(z) =
⎧⎪⎨⎪⎩
−

qi

2ui
z2 + C1,iz + C2,i if ci = 0,

qi

ci
+ C1,ie

√ ci
ui

z + C2,ie
−
√ ci

ui
z if ci > 0;

zi−1 ≤ z ≤ zi

for i = 1, 2,… ,N . (6.50)

The solutions for C1,i and C2,i can be found when the boundary conditions are
defined.

An example of splitting an accelerator vacuum chamber and choosing the
boundaries between the elements is show in Figure 6.14. Such a layout is quite
common for SR storage rings (for example, Diamond Light Source [DLS] at RAL
in Didcot, UK), the input parameters for it may look as it is shown in Table 6.4.

6.2.3 Boundary Conditions

The boundary conditions between ith and (i+ 1)th elements are defined as

ni(zi) = ni+1(zi) and ui𝜕ni(zi)∕𝜕z = ui+1𝜕ni+1(zi)∕𝜕z. (6.51)
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zi–3 zi–2 zi–1

ni–2, qi–2,
ui–2, ci–2

ni–3, qi–3,
ui–3, ci–3

ni+1, qi+1,
ui+1, ci+1

ni+3, qi+3,
ui+3, ci+3

ni–1, qi–1,
ui–1, ci–1

ni+2, qi+2, ui+2, ci+2

A

ni, qi, ui, ci

zi

SP SP SP

zi+1 zi+2
zi+3 zi+4

Figure 6.14 An example of splitting an accelerator vacuum chamber and choosing the
boundaries between the elements. Here, A is an SR absorber placed in an antechamber and SP
is a pumping speed of a lumped pump.

The boundary conditions for two extremes z0 and zN can be defined by two
different ways: a closed loop or an open end.

The closed loop boundary conditions can be used for small machines or if a
model vacuum chamber is a repeatable section of the accelerator; in this case the
condition at the beginning of the next sections should be the same as at the begin-
ning of the current section. This is common for storage rings, dumping rings, and
many circular machines. Thus the boundary conditions can be written as follows:

n1(z0) = nN (zN ) and u1𝜕n1(z0)∕𝜕z = uN𝜕nN (zN )∕𝜕z. (6.52)

However, more commonly the boundary conditions at two extremes are not
well defined; the open end boundary conditions based on reasonable assumption
should be applied in this case. This assumption should cause minimum influence
on average pressure along the vacuum chamber and maximum local pressure
(pressure bumps). The main assumption is that there are locations in the vac-
uum system where the net gas flow rate along the vacuum chamber is equal to
zero or at least negligible compared with that in other locations. The most likely
location for such conditions is in the middle of the pumping port. Therefore, the
modelled vacuum chamber should have pumping elements at both extremes: i.e.
c1 > 0 and cN > 0. If the assumption, that gas flow rate from an undefined section
to the boundary pumps (pumping elements 1 and N) is the same as than one
being modelled, is used, then the following boundary conditions can be applied:

n1(z0) = n1(z1) and 𝜕n1(z0)∕𝜕z = −𝜕n1(z1)∕𝜕z;
nN (zN−1) = nN (zN ) and 𝜕nN (zN−1)∕𝜕z = −𝜕nN (zN )∕𝜕z. (6.53)

These conditions mean that the gas density will have a minimum in the middle
of elements 1 and N (at z = (z0 + z1)/2 and z = (zN−1 + zN )/2 correspondingly)
and the net gas flow rate at these coordinates is zero. In practice, the net gas flow
rate could be not equal to zero; however, if the gas flow rate from the undefined
section is less, it will reduce pressure inside the pump by a maximum factor of
2, which means the average pressure of studied elements is overestimated a little
and this does not harm the performance of the accelerator. If gas flow rate from
the undefined section is greater, it requires more careful consideration; the eas-
iest way within the model is to extend the modelled vacuum section to the next
pumps upstream z0 and downstream zN . Then the comparison of the results for



Table 6.4 Input parameters for a vacuum chamber shown in Figure 6.14.
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Si−3
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( zi−1 + zi

2

)
ci− 1 = 0

i 𝜂t
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i+ 3 𝜂t Fi+ 2
q1
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2
, t
)

with 𝜅 = 1
ui+ 3 = ubc ci+3 =

Si+3

zi+3 − zi+4
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two models will tell how sensitive the results are for a studied vacuum section to
the boundary conditions.

Other boundary conditions could also be applied, but the two described above
are sufficient in most of cases for quick optimisation of particle accelerator vac-
uum design.

In Eq. (6.50) the gas density within the element i is described by one of two
equations depending on whether c= 0 or c> 0; therefore there could four types of
boundaries between elements i and i + 1, which can be written for i= 1, …, N − 1
as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if ci = 0 and ci+1 = 0 then⎧⎪⎨⎪⎩
qi

2ui
zi

2 + C1,izi + C2,i =
qi+1

2ui+1
zi

2 + C1,i+1zi + C2,i+1,

qi

ui
zi + C1,i =

qi+1

ui+1
zi + C1,i+1;

if ci = 0 and ci+1 > 0 then⎧⎪⎨⎪⎩
qi

2ui
zi

2 + C1,izi + C2,i =
qi+1

ci+1
+ C1,i+1e𝜔i+1zi + C2,ie−𝜔i+1zi ,

qi

ui
zi + C1,i = 𝜔i+1(C1,i+1e𝜔i+1zi − C2,i+1e−𝜔i+1zi );

if ci > 0 and ci+1 = 0 then⎧⎪⎨⎪⎩
qi

ci
+ C1,ie𝜔izi + C2,ie−𝜔izi =

qi+1

2ui+1
zi

2 + C1,i+1zi + C2,i+1,

𝜔i(C1,ie𝜔izi − C2,ie−𝜔izi) =
qi+1

ui+1
zi + C1,i+1;

if ci > 0 and ci+1 > 0 then⎧⎪⎨⎪⎩
qi

ci
+ C1,ie𝜔izi + C2,ie−𝜔izi =

qi+1

ci+1
+ C1,i+1e𝜔i+1zi + C2,i+1e−𝜔i+1zi ,

𝜔i(C1,ie𝜔izi − C2,ie−𝜔izi) = 𝜔i+1(C1,i+1e𝜔i+1zi − C2,i+1e−𝜔i+1zi );

(6.54)

where 𝜔i =
√

ci∕ui. In the case of the closed loop boundary conditions for i = N
the index ‘i + 1’ should be substituted with ‘1’.

These equations can be rewritten in a form of linear equations:{
𝛼1iC1,i + 𝛼2iC2,i − 𝛼3iC1,i+1 − 𝛼4iC2,i+1 = b2i−1,

𝛽1iC1,i + 𝛽2iC2,i − 𝛽3iC1,i+1 − 𝛽4iC2,i+1 = b2i,
for i = 1,… ,N − 1;{

𝛼1N C1,N + 𝛼2N C2,N − 𝛼3N C1,1 − 𝛼4N C2,1 = b2N−1,

𝛽1N C1,i + 𝛽2N C2,i − 𝛽3N C1,1 − 𝛽4N C2,1 = b2N ,
for i = N .

(6.55)
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for unknowns C1,i and C2,i for i= 1, …, N − 1:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if ci = 0 and ci+1 = 0 then⎧⎪⎨⎪⎩
ziC1,i + C2,i − ziC1,i+1 − C2,i+1 =

(qi+1

ui+1
−

qi

ui

) zi
2

2
,

C1,i − C1,i+1 =
(qi+1

ui+1
−

qi

ui

)
zi;

if ci = 0 and ci+1 > 0 then⎧⎪⎨⎪⎩
ziC1,i + C2,i − e𝜔i+1zi C1,i+1 − e−𝜔i+1zi C2,i+1 =

qi+1

ci+1
−

qi

2ui
zi

2
,

−C1,i + 𝜔i+1e𝜔i+1zi C1,i+1 − 𝜔i+1e−𝜔i+1zi C2,i+1 =
qi

ui
zi;

if ci > 0 and ci+1 = 0 then⎧⎪⎨⎪⎩
e𝜔izi C1,i + e−𝜔izi C2,i − ziC1,i+1 − C2,i+1 =

qi+1

2ui+1
zi

2 −
qi

ci
,

𝜔ie𝜔izi C1,i − 𝜔ie−𝜔zi C2,i − C1,i+1 =
qi+1

ui+1
zi;

if ci > 0 and ci+1 > 0 then⎧⎪⎨⎪⎩
e𝜔izi C1,i + e−𝜔izi C2,i − e𝜔i+1zi C1,i+1 − e−𝜔i+1zi C2,i+1 =

qi+1

ci+1
−

qi

ci
,

𝜔ie𝜔zi C1,i − 𝜔ie−𝜔zi C2,i − 𝜔i+1e𝜔i+1zi C1,i+1 + 𝜔i+1e−𝜔i+1zi C2,i+1 = 0.

(6.56)

Thus equation coefficients 𝛼 and 𝛽 are defined in Table 6.5. The analysis
algorithm should define which of these four cases is applicable for each for each
boundary with a coordinate zi. Then two equations can be written for each
boundary at coordinate zi.

Table 6.5 Coefficients 𝛼 and 𝛽 in Eq. (6.55) for four cases depending in pumping on ci and ci+1.

Conditions ci = 0 and ci+1 = 0 ci = 0 and ci+1 > 0 ci > 0 and ci+1 = 0 ci > 0 and ci+1 > 0

𝛼1i zi zi e𝜔izi e𝜔izi

𝛼2i 1 1 e−𝜔izi e−𝜔izi

𝛼3i −zi −e𝜔i+1zi −zi −e𝜔i+1zi

𝛼4i −1 −e−𝜔i+1zi −1 −e−𝜔i+1zi

b2i−1

( qi+1

ui+1
−

qi

ui

) zi
2

2
qi+1

ci+1
−

qi

2ui
zi

2 qi+1

2ui+1
zi

2 −
qi

ci

qi+1

ci+1
−

qi

ci
𝛽1i 1 −1 𝜔ie𝜔izi 𝜔ie𝜔izi

𝛽2i 0 0 −𝜔ie−𝜔zi −𝜔ie−𝜔zi

𝛽3i −1 𝜔i+1e𝜔i+1zi −1 −𝜔i+1e𝜔i+1zi

𝛽4i 0 −𝜔i+1e−𝜔i+1zi 0 𝜔i+1e−𝜔i+1zi

b2i

( qi+1

ui+1
−

qi

ui

)
zi

qi

ui
z

qi+1

ui+1
zi 0
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Thus there is a system of 2N equation defining the boundary conditions of N
elements allowing to define 2N unknowns (C1,i and C2,i). In matrix form this sys-
tem of linear equations can be written as

Ax = B (6.57)

where in the case of closed loop boundary conditions:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝛼11 𝛼21 𝛼31 𝛼41 0 0 · · · 0 0 0 0
𝛽11 𝛽21 𝛽31 𝛽41 0 0 · · · 0 0 0 0

0 0 𝛼12 𝛼22 𝛼32 𝛼42 · · · 0 0 0 0
0 0 𝛽12 𝛽22 𝛽32 𝛽42 · · · 0 0 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋮
0 0 0 0 0 0 · · · 𝛼1N−1 𝛼2N−1 𝛼3N−1 𝛼4N−1
0 0 0 0 0 0 · · · 𝛽1N−1 𝛽2N−1 𝛽4N−1 𝛽4N−1
𝛼3N 𝛼4N 0 0 0 0 · · · 0 0 𝛼1N 𝛼2N
𝛽3N 𝛽4N 0 0 0 0 · · · 0 0 𝛽1N 𝛽2N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

;

x =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

C1,1
C2,1
⋮

C1,i
C2,i
⋮

C1,N
C2,N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
; B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

b1
b2
⋮

b2i−1
b2i
⋮

b2N−1
b2N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

In the case of open ends boundary conditions with c> 0 and the boundary con-
ditions for i= 0 and i = N , one can easily find that

{
C1,1 = C2,1,

C1,N = C2,N .
(6.58)

Thus matrixes A and B in Eq. (6.57) will be modified to

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝛼11 𝛼21 𝛼31 𝛼41 0 0 · · · 0 0 0 0
1 −1 0 0 0 0 · · · 0 0 0 0
0 0 𝛼12 𝛼22 𝛼32 𝛼42 · · · 0 0 0 0
0 0 𝛽12 𝛽22 𝛽32 𝛽42 · · · 0 0 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋮
0 0 0 0 0 0 · · · 𝛼1N−1 𝛼2N−1 𝛼3N−1 𝛼4N−1
0 0 0 0 0 0 · · · 𝛽1N−1 𝛽2N−1 𝛽4N−1 𝛽4N−1
𝛼3N 𝛼4N 0 0 0 0 · · · 0 0 𝛼1N 𝛼2N

0 0 0 0 0 0 · · · 0 0 1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

;
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x =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

C1,1
C2,1
⋮

C1,i
C2,i
⋮

C1,N
C2,N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
; B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

b1
0
⋮

b2i−1
b2i
⋮

b2N−1
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Solving the matrix Eq. (6.57) allows to obtain C1,i and C2,i.

6.2.4 Global and Local Coordinates for Each Element

The system of equation can be solved analytically and provide an accurate answer.
Then the number of equations in a system of equations is large, where one can
prefer a numerical solution. There are a few problems that often met by applying
the above analysis directly, and there are ways to avoid these problems.

The exponent is a very strong function, and for the large z values the product
of e𝜔z could be above a maximum number for this computer, leading to interrup-
tion or error in the program run, or too small difference of two large numbers
rounded to zero. This can be demonstrated by calculating e100 + 1− e100, where
analytically it is clear that the answer is = 1, but your computer will either over
limit or give an answer = 0. The main reason is that the number of digits is a
limited value, for example, it is a 19-digit number for a 64-bit number: from −263

to 263−1 (or from−9 223 372 036 854 775 808 to 9 223 372 036 854 775 807), while
e100 = 2.688× 1043, hence a 44-digit number.

There is a simple way to solve these problems. The large values for the product
of e𝜔z should be avoided, which could be done by avoiding large z. For this the
global coordinate z is replaced with a new local coordinate Z(z, i) defined for
each element i = 1, …, N as follows:

Z(z, i) = z − 0.5(zi + zi−1). (6.59)

A local coordinate Z(z, i) is equal to zero in a middle of each element; thus
Z(z, i)≤ Li/2 and the product of e𝜔Z(z,i) will not exceed e𝜔Li/2. This gives us criteria
for the maximum length of elements. If e𝜔Li/2 is still too large, then this element
should be split into shorter elements.

All the analysis described in Section 5.2 remains practically the same with the
only difference that each boundary coordinate zi should be replaced with two Zi
for each ith element, where

Z1i = −Li∕2 and Z2i = Li∕2. (6.60)

Thus, the boundary conditions between ith and (i+ 1)th elements are redefined
as

ni

(Li

2

)
= ni+1

(
−

Li+1

2

)
and ui𝜕ni

(Li

2

)
∕𝜕z = ui+1𝜕ni+1

(
−

Li+1

2

)
∕𝜕z.

(6.61)

The Eq. (6.54) can be rewritten with the boundaries at ±Li/2 for i= 1, …, N − 1
as follows:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if ci = 0 and ci+1 = 0 then⎧⎪⎪⎨⎪⎪⎩

qi

2ui

(Li

2

)2

+ C1,i
Li

2
+ C2,i =

qi+1

2ui+1

(Li+1

2

)2

− C1,i+1
Li+1

2
+ C2,i+1,

qi

ui

Li

2
+ C1,i = −

qi+1

ui+1

Li+1

2
+ C1,i+1;

if ci = 0 and ci+1 > 0 then⎧⎪⎪⎨⎪⎪⎩

qi

2ui

(Li

2

)2

+ C1,izi + C2,i =
qi+1

ci+1
+ C1,i+1e−𝜆i+1 + C2,i+1e𝜆i+1 ,

qi

ui
zi + C1,i = 𝜔i+1(C1,i+1e−𝜆i+1 − C2,i+1e𝜆i+1 );

if ci > 0 and ci+1 = 0 then⎧⎪⎪⎨⎪⎪⎩

qi

ci
+ C1,ie

𝜆i + C2,ie
−𝜆i =

qi+1

2ui+1

(Li+1

2

)2

− C1,i+1
Li+1

2
+ C2,i+1,

𝜔i(C1,ie𝜆i − C2,ie−𝜆i ) = −
qi+1

ui+1

Li+1

2
+ C1,i+1;

if ci > 0 and ci+1 > 0 then⎧⎪⎨⎪⎩
qi

ci
+ C1,ie

𝜆i + C2,ie
−𝜆i =

qi+1

ci+1
+ C1,i+1e−𝜆i+1 + C2,i+1e𝜆i+1 ,

𝜔i(C1,ie𝜆i − C2,ie−𝜆i ) = 𝜔i+1(C1,i+1e−𝜆i+1 − C2,i+1e𝜆i+1 );

(6.62)

where 𝜆i = 𝜔i
Li

2
=

√
ci

ui

Li

2
. These equations can be rewritten in a form of linear

equations for unknowns C1,i and C2,i for i= 1, …, N − 1:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if ci = 0 and ci+1 = 0 then⎧⎪⎪⎨⎪⎪⎩

Li

2
C1,i + C2,i +

Li+1

2
C1,i+1 − C2,i+1 =

qi+1Li+1
2

8ui+1
−

qiLi
2

8ui
,

−C1,i + C1,i+1 =
qi+1Li+1

2ui+1
+

qiLi

2ui
;

if ci = 0 and ci+1 > 0 then⎧⎪⎪⎨⎪⎪⎩

Li

2
C1,i + C2,i − e−𝜆i+1 C1,i+1 − e𝜆i+1 C2,i+1 =

qi+1

ci+1
−

qiLi
2

8ui
,

−C1,i + 𝜔i+1e−𝜆i+1 C1,i+1 − 𝜔i+1e𝜆i+1 C2,i+1 =
qiLi

2ui
;

if ci > 0 and ci+1 = 0 then⎧⎪⎪⎨⎪⎪⎩
e𝜆i C1,i + e−𝜆i C2,i +

Li+1

2
C1,i+1 − C2,i+1 =

qi+1Li+1
2

8ui+1
−

qi

ci
,

−𝜔ie𝜆i C1,i + 𝜔ie−𝜆i C2,i + C1,i+1 =
qi+1Li+1

2ui+1
;

if ci > 0 and ci+1 > 0 then⎧⎪⎨⎪⎩
e𝜆i C1,i + e−𝜆i C2,i − e−𝜆i+1 C1,i+1 − e𝜆i+1 C2,i+1 =

qi+1

ci+1
−

qi

ci
,

𝜔ie𝜆i C1,i − 𝜔ie−𝜆i C2,i − 𝜔i+1e−𝜆i+1 C1,i+1 + 𝜔i+1e𝜆i+1 C2,i+1 = 0.

(6.63)
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Table 6.6 Coefficients 𝛼 and 𝛽 in Eq. (6.55) for four cases depending on pumping on ci and ci+1.

Conditions ci = 0 and ci+1 = 0 ci = 0 and ci+1 > 0 ci > 0 and ci+1 = 0 ci > 0 and ci+1 > 0

𝛼1i
Li

2
Li

2
e𝜆i e𝜆i

𝛼2i 1 1 e−𝜆i e−𝜆i

𝛼3i
Li+1

2
−e−𝜆i+1

Li+1

2
−e−𝜆i+1

𝛼4i −1 −e𝜆i+1 −1 −e𝜆i+1

b2i−1
qi+1Li+1

2

8ui+1
−

qiLi
2

8ui

qi+1

ci+1
−

qiLi
2

8ui

qi+1Li+1
2

8ui+1
−

qi

ci

qi+1

ci+1
−

qi

ci
𝛽1i −1 −1 −𝜔ie𝜆i 𝜔ie𝜆i

𝛽2i 0 0 𝜔ie−𝜆i −𝜔ie−𝜆i

𝛽3i 1 𝜔i+1e−𝜆i+1 0 −𝜔i+1e−𝜆i+1

𝛽4i 0 −𝜔i+1e𝜆i+1 0 𝜔i+1e−𝜆i+1

b2i
qi+1Li+1

2ui+1
+

qiLi

2ui

qiLi

2ui

qi+1Li+1

2ui+1
0

Thus equation coefficients 𝛼 and 𝛽 for the boundaries at ±Li/2 are defined in
Table 6.6.

6.2.5 Using the Results

After obtaining the solution for C1,i and C2,i, the gas density (or pressure) along
the modelled vacuum chamber is described now with N Eq. (6.50) analytically.
This allows studying the gas density (or pressure) profiles and average values
along the beam path, change pumping and desorption pattern, length and cross
sections of different elements, etc., with very little effort. Therefore, this method
is quite a good tool for vacuum system optimisation of the location of absorbers,
collimators, and antechambers as well as the location and pumping speed of
the pumps. However, one should remember that this is a simplified method
for quick calculations of pressure profiles in a design phase when position and
size of pumps are not finalised yet. This method might lead to errors, especially
when cross section varies significantly along the beam path or when there is a
difference in orders of magnitude between minimum and maximum pressures.
Besides, significant uncertainties should be analysed when a vessel with an
antechamber is modelled:

– The vacuum conductance of an antechamber could be larger than the one of
the beam chamber.

– There is some vacuum conductance between the antechamber and the beam
chamber.

– The PSD molecules are desorbed from SR absorbers (preferred direction is
normal to the absorber surface), the vacuum chamber walls (due to direct and
reflected photons), and antechamber walls (due to photons reflected from
absorbers).

– Pumps might be connected both to either the antechamber or the beam cham-
ber or both.
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Figure 6.15 A tubular
vacuum chamber with an
injected gas flow rate Q.

Q

0

n(z), u, c

np

SP

L z

Carefully considering these uncertainties, the 1D model can still be used. For
example, it was successfully used during the storage ring vacuum system design
of the DLS [15–17]. However, for the confidence of correct 1D model results, it
is advisable to check complex shaped sections at an early stage and then a final
design (or sections) with one of TPMC codes.

6.2.6 A Few Practical Formulas

6.2.6.1 Gas Injection into a Tubular Vacuum Chamber
Consider a tubular vacuum chamber with an injected gas flow rate Q at one end
with a coordinate z = 0 and a pump with a pumping speed SP at another coor-
dinate with a coordinate z = L (see Figure 6.15). The gas density as a function of
coordinate z can be written with simplified Eqs. (6.48) as

ni(z) =
⎧⎪⎨⎪⎩

C1z + C2 for c = 0,

C3 cosh
(√

c
u

z
)

for c > 0.
(6.64)

In the case of c = 0, the gas density in the pump is np = Q/SP, and in the case of
c≠ 0, the gas density in the pump is np = dn

dz
u
SP

. Assuming that n(L) = np, one can
find constants C1, C2, and C3 and write a final formula:

ni(z) =
⎧⎪⎨⎪⎩

Q
(

L − z
u

+ 1
SP

)
for c = 0,

u
c

cosh
(√

c
u

z
)

tanh
(√

c
u

L
)

for c > 0.
(6.65)

It should be noted that Eq. (6.65) for c> 0 has a quite limited applicability for
straight tubes because of molecular beaming effect (see Section 6.4.4).

6.2.6.2 Vacuum Chamber with Known Pumping Speed at the Ends
Consider a vacuum chamber of length L along a coordinate axis z between two
pumps with a pumping speed Sp, and z = 0 corresponds to a middle of vac-
uum chamber. For example, this could be a part of experimental facility for PSD
measurements from tubular samples shown in Figure 6.16. Gas density as a func-
tion of coordinate z, n(z), along a vacuum chamber with distributed gas desorp-
tion (in this example, this is PSD due to SR collimated to irradiate the sample
tube only) q [molecules/(s⋅m)], specific vacuum conductance u and without dis-
tributed pumping (i.e. c = 0) is described as

n(z) =
q

2u

(
L2

4
− z2

)
+

qL
2Sp

. (6.66)
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In the case of vacuum chamber with distributed pumping (i.e. c> 0), it is
described as

n(z) =
q
c

⎛⎜⎜⎜⎝1 −
cosh

(√
c
u

z
)

cosh
(√
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u

L
2

)(
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√
cu
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tanh

(√
c
u

L
2

))⎞⎟⎟⎟⎠ . (6.67)

The average value of the gas density defined as

⟨nL⟩ = 1
L ∫

L∕2

−L∕2
n(z)dz. (6.68)

For the case of c = 0, it is

⟨nL⟩ = q
(

L2

12u
+ L

2Sp

)
. (6.69)

For the case of c> 0, it is,

⟨nL⟩ = q
c

⎛⎜⎜⎜⎝1 −
tanh

(√
c
u

L
2

)
√

c
u

L
2

(
1 +

√
cu

Sp
tanh

(√
c
u

L
2

))⎞⎟⎟⎟⎠ . (6.70)

For example, let us consider a tubular vacuum chamber with a diameter d and a
length L irradiated by SR with an intensity Γ = 1017 photons/(s⋅m). A distributed
desorption corresponding to PSD yield 𝜂

𝛾
= 10−3 CO/photon is q = 𝜂Γ = 1014

CO/(s⋅m). Figure 6.17 shows examples of calculated CO gas density for a tube
with non-sorbing walls (c = 0 or 𝛼 = 0):

– A gas density n as a function of coordinate z for a tube with L= 10 m and
Sp = 100 l/s significantly varies with tube diameter d.

– A gas density n as a function of coordinate z for a tube with d = 50 mm and
L= 10 m significantly reduces between Sp = 1 and 10 l/s reduces insignificantly
between Sp = 10 and 100 l/s and practically does not depend for Sp > 100 l/s,
demonstrating conductance-limited pumping.

– An average gas density ⟨nL⟩ for a tube with L= 10 m and diameter d = 5 mm
does not depend on pumping speed Sp in the range between 1 and 100 l/s (i.e.
conductance-limited pumping), while ⟨nL⟩ linearly decreases pumping speed
with for d = 200 mm. A tube with d = 50 mm demonstrates both types of
dependences: an average gas density ⟨nL⟩ decreases with pumping speed in the
range between 1 and 50 l/s and conductance-limited behaviour for Sp > 50 l/s.



6.2 One-Dimensional Approach in Modelling Accelerator Vacuum Systems 243

10
20

10
19

10
18

10
18

10
20

10
19

10
18

10
17

10
16

10
15

1 10 100 10
3

10
17

10
16

10
15

10
14

10
17

10
16

10
15

–5 –4 –3 –2 –1

L = 10 m, Sp = 100 1/s

Sp = 1 1/s

Sp = 10 1/s

Sp = 100 1/s

Sp = 1000 1/s

d = 50 mm, L = 10 m

d = 5 mm

d = 5 mm

d = 10 mm

d = 20 mm

d = 50 mm

d = 100 mm

d = 200 mm

L = 10 m

d = 10 mm

d = 20 mm

d = 50 mm

d = 100 mm

d = 200 mm

0

z [m] z [m]

S [1/s]

1 2 3 4 5 –5 –4 –3 –2 –1 0 1 2 3 4 5
n 

[m
o
le

c
u
le

s
/m

3
]

n 
[m

o
le

c
u
le

s
/m

3
]

〈n
L〉

 [
m

o
le

c
u
le

s
/m

3
]

(a) (b)

(c)

Figure 6.17 A gas density n as a function of coordinate z for (a) various tube diameters and (b)
various pumping speed, (c) an average gas density ⟨nL⟩ as a function of pumping speed SP for
various tube diameters.

Figure 6.18 shows examples of calculated CO gas density for a tube with sorbing
walls (c> 0 or 𝛼 > 0):

– A gas density n as a function of coordinate z for a tube with d = 50 mm,
L= 10 m, and Sp = 100 l/s linearly increases with 𝛼−1 in the range 10−3

≤ 𝛼 ≤ 1,
while it is practically not dependent on 𝛼 < 10−5 and almost identical to a
solution for 𝛼 = 0.

– An average gas density ⟨nL⟩ for a tube with Sp = 100 l/s: when for d = 5 mm, the
solutions for L = 1 and 10 m are identical for sticking probability in the range
10−3

≤ 𝛼 ≤ 1, and when for d = 50 and 200 mm, the solutions for L = 1 and 10 m
are identical for sticking probability in the range 0.05≤ 𝛼 ≤ 1.
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Figure 6.18 (a) A gas density n as a function of coordinate z for various sticking probabilities
𝛼, (b) an average gas density ⟨nL⟩ as a function of sticking probabilities 𝛼 for vacuum
conductance u and pumping speed SP .

6.2.6.3 Vacuum Chamber with Known Pressures at the Ends
Consider the same vacuum chamber with known pressures at the ends,
P(−L/2) = P1 and P(L/2) = P2. Gas pressure as a function of coordinate z, P(z),
along a vacuum chamber with distributed gas desorption q* [Pa⋅m2/s] and
without distributed pumping (i.e. c = 0) is described as

P(z) =
q∗

2u

(
L2

4
− z2

)
+

P2 − P1

L
z +

P1 + P2

2
. (6.71)

In the case of vacuum chamber with distributed pumping (i.e. c> 0), it is
described as
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The average pressure for the case of c = 0 is

⟨PL⟩ = q∗ L2

12u
+

P1 + P2

2
(6.73)

For the case of c> 0, it is

⟨PL⟩ = q∗
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If the gas pressure is measured at the middle of the sample tube, P(0) and at the
ends, P1 and P2, then the PSD yields can be calculated with the formulas:

𝜂 = 8u
kBTL2Γ

(
P(0) −

P1 + P2

2

)
for c = 0;

𝜂 = c
kBTΓ

P(0) cosh
(√

c
u

L
2

)
− P1+P2

2

cosh
(√

c
u

L
2

)
− 1

for c > 0. (6.75)

These formulas are used for calculating PSD and ESD yields from the experi-
mental measurements on tubular samples with a three-gauge method described
in Chapters 4 and 5.

6.3 Three-Dimensional Modelling: Test Particle
Monte Carlo

6.3.1 Introduction

Monte Carlo methods are a widely used class of computational algorithms for
simulating the behaviour of various physical and mathematical systems (and
many others). A ‘Monte Carlo’ experiment means that a random number gener-
ator was used to examine a problem. Because of the repetition of algorithms and
the large number of calculations involved, Monte Carlo methods are more and
more affordable with development and accessibility of powerful computers and
even on modern personal computers.

TPMC method is an adaptation of the more general direct simulation Monte
Carlo (DSMC) method [18] used in rarefied gas dynamics to describe the free
molecular flow regime: i.e. when the molecular density is so low that intramolec-
ular collisions can be neglected. It is based on random statistical generation of
molecule initial position, velocity distribution, reflection from walls and sorption
probability, and it is practically realised by adapting well-known ray-tracing tech-
niques. The method is well described in literature (see, for example, [1, 19–21]),
so we can focus on its application to the accelerator design.

Most of vacuum designers do not write their TPMC codes but use either the
TPMC-based in-house programs (quite a few codes have been developed in accel-
erator centres) or commercially available programs. Although these programs
could look very different, are optimised for different applications, and have a dif-
ferent level of flexibility and a different number of additional options, they are
based on the same TPMC algorithm, and thus most of specific tasks that can be
modelled, most of input and output parameters are common for all these codes.
Therefore, in the following discussion, we will focus on TPMC modelling form
user’s point of view.

For a clarity, the author often refers to the parameters used in a widespread
code called MOLFLOW+ [22], while other codes could employ different
terminally, but functionality should be the same or at least very similar. The
advantage of MOLFLOW+ is that it has been developed to meet the need of an
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accelerator vacuum system design. MOLFLOW+ allows to model 3D structures
drawn directly in MOLFLOW or by importing the drawings of vacuum system
saved in STL format [23]. This allows to significantly save time in producing 3D
layout in the TPMC model. Furthermore, it is compatible with a SR ray-tracing
code SYNRAD+ described in Chapter 2, allowing to accurately model a 3D
distribution of PSD, the main source of gas in machines with SR.

6.3.2 A Vacuum Chamber in the TPMC Model

Although the TPMC method allows realising an algorithm for any complexity
of vacuum chamber, in practice, a comparison of accuracy vs. effort and time
schedules encourage a vacuum designer to accept less accurate result for a sim-
plified geometry because vacuum chamber geometry generation is probably the
most time-consuming part of the TPMC. Some TPMC codes have a number of
in-built simple geometries such as cylindrical, elliptical, and right-angular tubes,
trapezoidal, conical, cubes, etc., which can be used in a model to represent (with
some level of simplification) a real vacuum chamber. Another approach is using
flat surfaces only (this simplifies a calculation algorithm), which finally leads to
a regular or irregular computing grid on engineering drawings. This grid divides
the surface to flat geometrical elements called facets. The simplest facet is a trian-
gle, with well-known formulas for calculating its area, boundaries, and a normal
vector required for TPMC.

Only fully closed volume can be modelled in TPMC; thus all open ends leading
to pumps or other part of vacuum system are represented with a virtual surfaces
(facets) with a defined properties as for a real one.

6.3.3 TPMC Code Input

To build a TPMC model of vacuum chamber, one needs to not only determine the
vacuum chamber shape but also know where the gas is injected and/or desorbed,
what the ratio is between different gas sources, how the gas molecules interact
with walls, where gas is pumped, and how to convert all this to the input data
for TPMC.

From a practical point of view, the TPMC allows to study the gas flows at
surfaces that could be real or virtual and have properties related to desorption,
sorption, and transparency (see Figure 6.19). Thus, each facet in the TPMC model
should be assigned with a number of specific properties listed below:

– Desorption:
• Is the surface (facets) desorbing? Desorbing surface could be a real surface

with thermal outgassing, ESD, PSD, and/or ISD (ion stimulated desorption);
a surface reproducing gas injection; or a virtual surface reproducing a gas
flow rate from other parts of vacuum chamber outside the present model.

• If it is desorbing, what is a spatial distribution of desorbed particles? Most
commonly it is a diffuse distribution (also called a cosine low distribution),
but special (non-diffuse) distributions could also be used.
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Figure 6.19 Gas flows at (a) a non-sorbing surface, (b) a sorbing surface, and (c) a transparent
surface, where d is desorption and f is a flow particles hitting a surface.

– Reflection:
• What is a directional velocity distribution of particles after interaction with

a wall?
A diffuse distribution (cosine low) is the most common for vacuum cham-
ber surfaces.
A specular (or mirror) reflection could take place at grazing incident on
polished surfaces.
A special reflection, for example, backscattered reflection, could be used
when necessary.
Reflection should be defined for real or semi-transparent surfaces,
because it is irrelevant for fully transparent ones.

– Pumping:
– Sticking probability or capture coefficient should be defined in the range

0≤ 𝛼 ≤ 1. A surface is not pumping when 𝛼 = 0 and is adsorbing all interacting
particles when 𝛼 = 1.
• A sticking probability is a defined property of sorbing surface (such as NEG

or cryogenic surface) and is usually different for each gas.
• In the case of pumps with known pumping speed for each gas, a capture

coefficient should be calculated using Eq. (6.20) or (6.36) and is usually dif-
ferent for each gas.

– Transparency/opacity:
• Transparency should be defined in the range 0≤Tr ≤ 1. A surface is fully

transparent when Tr = 1 and fully opaque when Tr = 0. Opacity is defined
as kop = 1−Tr.

• Transparency (or opacity) is used for internal components with a complex
geometry limiting free molecular travel inside the vacuum chamber, such
as a mesh. This allows to significantly simplify a TPMC model and, there-
fore, computing time. A transparency of such complex geometry compo-
nents could be provided from earlier studies, supplier’s specification data, or
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calculated in advance with a detailed TPMC model. In other words, trans-
parency is a known transmission probability of this component: Tr = w.

• Fully transparent facets are used to study the gas flows at the locations away
from the real walls.

These parameters are sufficient to model a vacuum system for the most of appli-
cation in vacuum. The TPMC modelling and its results related to gas transfer do
not depend neither on nature of gas species (or mass of a molecules) nor the
temperature of vacuum chamber.

For completeness it is worth mentioning that when a heat transfer by moving
particles should be investigated, the TPMC algorithm allows to include additional
properties such as wall temperature, accommodation coefficient, and a velocity
of particle. However, this is outside of the scope of this chapter.

6.3.4 TPMC Code Output

The TPMC algorithm allows to generate a particle and, based on input parame-
ters, directions, reflections, and interaction with walls until particle absorption.
After generating N particles within a TPMC program, the following results could
be obtained for each facet:

– A number of hits, Mhi.
– A number of pumped (or absorbed) particles Mpi (for sufficiently large Mpi

one should obtain Mpi = 𝛼iMhi).
– An area of a facet, Ai.
– Angular distribution of incident or absorbed particle at the facets.

This is sufficient to calculate a gas density and pressure near each facet, a gas
flow rate to a pump or a pumping surface, and a vacuum conductance. The rela-
tions between TPMC parameters and measured values are well described in Refs.
[1–23]. The most important relations are discussed as follows and summarised
in Table 6.7.

6.3.4.1 Gas Flow Rate
It was already mentioned earlier that a gas flow rate in gas dynamics can be
expressed in various ways in application to vacuum in particle accelerators; these
are Q [molecules/s] and Q* [Pa⋅m3/s] (see Table 6.1). Since a gas flow rate Q from a
source and an impingement rate Ii are represented in TPMC by a number of gen-
erated molecules N and a number of hits Mhi, respectively, the relation between
them can be written as follows:

N[particles]Ai[m2]
Mhi[particles]

=
Q[molecules∕s]

Ii[molecules∕[m2⋅s]]
. (6.76)

Combining with Eq. (6.14), this can be rewritten as

N[particles]
Mhi[particles]

=
4Q[molecules∕s]

n[molecules∕m3]Ai[m2]v[m∕s]
. (6.77)



Table 6.7 Relations between TPMC parameters and measured values.

Measured parameter Symbol and dimensions Model parameter Symbol Relation

Gas flow rate Qn [molecules/s] A number of generated particles N See Eq. (6.76)
Qp [Pa⋅m3/s]

Gas density and pressure n [molecules/m3] A number of hits on facet i Mhi See Eq. (6.78)
P [Pa]

Vacuum conductance U[m3/s]= wA v
4

Transmission probability of a tube w w = Mpoutlet

N
Ideal pumping speed Sid[m3/s]= A v

4
Maximum sticking probability 𝛼 = 1

Pumping speed S [m3/s] Sticking probability (capture coefficient) 𝛼 (or 𝜌) 𝛼 = S
Sid

Effective pumping speed Seff [m3/s]= 𝜌eff A v
4

Effective capture coefficient 𝜌eff
1
𝜌eff

= 1
𝜌

+ 1
w

Pumped gas flow Qpump [molecules/s] A number of particles pumped by facet i Mpi Qpump = Qn

N
Mpi

Here A is a (effective) pumping surface.
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6.3.4.2 Gas Density and Pressure
In equilibrium conditions, gas density and pressure at each facet i can be found
from the results of TPMC as follows:

ni

[
molecules

m3

]
= 4

Q[molecules∕s]
Ai[m2]v[m∕s]

Mhi

N
,

Pi[Pa] = nkBT = 4
Q∗[Pa⋅m3∕s]
Ai[m2]v[m∕s]

Mhi

N
. (6.78)

When the conditions are not equilibrium, the gas density and pressure calcu-
lated as an average of the number of hits (or passing particles) on three surfaces
orthogonal to each other (real or virtual), a, b, and c:

nabc

[
molecules

m3

]
= 4

3
Q[molecules∕s]

N v[m∕s]

( Mha

Aa[m2]
+

Mhb

Ab[m2]
+

Mhc

Ac[m2]

)
,

Pabc[Pa] = nkBT = 4
3

Q∗[Pa⋅m3∕s]
N v[m∕s]

( Mha

Aa[m2]
+

Mhb

Ab[m2]
+

Mhc

Ac[m2]

)
.

(6.79)

Similarly, one can use six surfaces, a pair of parallel surface with opposite normal
vector parallel to each of three orthogonal surfaces.

6.3.4.3 Transmission Probability and Vacuum Conductance
When a molecule from Volume 1 enters the tube, after a number of interactions
with a tube walls, it can return to Volume 1 (like molecule a in Figure 6.20) to
enter to Volume 2 or (like molecule b). The ratio between a number of molecules
that enters Volume 2 to a total number entered the tube is called a transmission
probability w.

A transmission probability can be calculated with TPMC method for various
vacuum components between the defined inlet (surface 1) and outlet (surface
2), for example, a cone tube (a) and a pumping port (b) in Figure 6.21. In this
case, sticking probabilities of both inlet and outlet are set to 𝛼1,2 = 1, and parti-
cle generated from inlet only is d1 = N , d2 = 0. After the TPMC calculations, a
transmission probability between inlet and outlet is defined as

w =
Mp2

N
, (6.80)

Volume 1 Volume 2

Molecule a Molecule b

Figure 6.20 Molecules travelling between two volumes connected with a tube.
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Figure 6.21 An inlet (1) and outlet (2) in a transmission probability calculations for a cone
tube (a) and a pumping port (b).

and a vacuum conductance between inlet and outlet can be calculated as follows:

U
[

m3

s

]
= wSid = wA1

v
4
. (6.81)

It should be noted that the transmission probability for an orifice with zero length
is equal to 1, because Uo = Sid; see Eq. (6.24).

6.3.4.4 Pump-Effective Capture Coefficient
An effective pumping speed and a pump-effective capture coefficient 𝜌eff are
defined by Eqs. (6.34–6.36). A pump-effective capture coefficient could be
calculated directly from a connecting tube transmission probability w and a
pump capture coefficient 𝜌 as follows:

1
𝜌eff

= 1
𝜌

+ 1
w
. (6.82)

6.3.4.5 Effect of Temperature and Mass of Molecules
Although, as it was noted earlier, the TPMC results do not depend on neither
the mass of molecules nor the temperature. However the gas density n and the
pressure P calculated from the TPMC results do dependent on both the mass
and the temperature (see Eq. (6.78)), because the mean velocity of gas molecules,
v(m,T), required for calculations of n and P, is a function of molecular mass and
gas temperature and because of a temperature term in equation for pressure.

6.3.5 What Can Be Done with TPMC Results?

Let us consider a typical layout of vacuum chamber in a storage ring with SR. This
layout includes a beam chamber, an antechamber with SR absorber, and lumped
pumps (see Figure 6.22a).
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Figure 6.22 (a) A schematic vacuum layout of an accelerator section and (b) its schematic
TPMC model. Here, A is a SR absorber placed in an antechamber, S1.2,3 is a pumping speed of
lumped pumps represented in TPMC model by virtual pumping surfaces (opaque with diffuse
reflection and sticking probability 𝛼1,2,3, and VF are virtual surfaces (opaque with mirror
reflection).

In a TPMC model (see Figure 6.22b), the pumps are represented by virtual
opaque pumping surfaces with sticking probability 𝛼 with a diffuse reflection.

Since the TPMC model should create a closed volume, two other virtual sur-
faces (VFs) are required to close the volume at the ends of the section. The set of
parameters for VF depends on the conditions:

– In a case in which it is known that a gas flow rate from and to a neighbouring
section is negligible, these surfaces could be set opaque with mirror reflection.

– When sections are regular, another option of boundary condition could be
applied: VF absorbing a hitting particle. Then this particle is generated on
another VF at the same x and y coordinates and with the same velocity vector.
Mathematically it is a shift along z coordinate.

– Other conditions and set of parameters at VF are also possible.

6.3.5.1 A Direct Model with a Defined Set of Parameters
When all input parameters are defined, then the TPMC model with a single set
of input parameters can provide all the necessary output results after one run of
calculations.

When there is a few sources of gas, for example, gas injection, thermal desorp-
tion, and PSD from each absorber and from different parts of vacuum chamber,
then a separate run of calculations with a different set of input parameters for
desorption can be used for each source of gas. Since each particle travels in the
model without collision with other particles (a free-molecular regime is discussed
here), this allows to find the net effect as a superposition of the results for each



6.3 Three-Dimensional Modelling: Test Particle Monte Carlo 253

source of gas modelled with TPMC separately:

ni =
4
v
∑

j

(Qj Mhi,j

Nj Ai,j

)
, (6.83)

where i is a facet number and j is a gas source number. Knowing the gas flows Qj
different sources of gas one can easily calculate gas density for various operation
scenarios, for example:

– Thermal outgassing is the main source of gas in accelerator vacuum chamber
without a charged particle beam.

– PSD due to SR provides an additional source of gas in the presence of the beam.
– PSD from vacuum chamber and SR absorbers are conditioned differently.

Pumping speed of pumps and sorbing surfaces (and, therefore, sticking prob-
ability in TPMC model) for different gases can vary significantly; furthermore,
the pumping speed may change with time, amount of pumped (or sorbed) gas,
and other operation conditions. Thus it is necessary to make a separate run of
calculations for each difference in a set of parameters. For example, modelling
an accelerator section with SR shown in Figure 6.22, one would need to run the
TPMC model for 12 sets of parameters: 3 sources of gas (thermal outgassing, PSD
from SR absorbers, and PSD from a beam vacuum chamber)× 4 gases (H2, CH4,
CO, and CO2). Varying pumping speed for each gas would require even more
runs of calculations.

6.3.5.2 Models with Variable Parameters
The following method, described and practically employed in Ref. [24, 25], allows
to reduce a number of necessary TPMC runs of calculations.

Let us consider a piece of vacuum chamber with uniform thermal desorption
with a pump and its TPMC model (see Figure 6.23a,b). To plot pressure distri-
bution along the chamber for various pumping speed of the pumps, one can run
a number of TPMC calculations, varying a sticking probability 𝛼 between any
small number and 1. Alternatively, the same result can be obtained with only
two TPMC calculation runs (see Figure 6.23c). This can be done by modelling
a pump as a superposition of ideal pumping and backflow from the pump. For
this the pump is modelled as a surface with a sticking probability 𝛼 = 1. In Run 1,
the vacuum chamber walls are desorbing and only virtual pumping surface is not
desorbing (modelling an ideal pump). While in Run 2, it is opposite: the vacuum
chamber walls are not desorbing and only virtual pumping surface is desorbing
(modelling a backflow). The results of two runs allow to find a gas density at any
facet i as follows:

ni =
4
v

(Q1Mhi,1

N1 Ai,1
+

Q2Mhi,2

N2 Ai,2

)
, (6.84)

where indexes 1 and 2 correspond to Run 1 and Run 2, respectively; Q1 is a net
desorption from the vacuum chamber walls; and Q2 is the net backflow from the
pump, which equals to Q2 = Q1/𝛼. Thus, a gas density at any facet i as a function
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Figure 6.23 (a) A schematic layout of vacuum chamber with a pump and its schematic for (b)
a direct TPMC model and (c) two runs of models with variable parameters. Here d shows
desorbing surfaces and r is a pump backflow.

of sticking probability is

ni(𝛼) =
4Q1

v

( Mhi,1

N1 Ai,1
+

Mhi,2

𝛼N2 Ai,2

)
, (6.85)

That is, having these TPMC results for two runs only, one can easily calculate a
gas density distribution for any sticking probability with Eq. (6.85) without a need
to perform more TPMC calculations.

Note: these formulas are correct when the gas flow is in equilibrium. When
the gas flow is not in equilibrium, then the analysis should include the data from
original surface at each location; see Eqs. (6.73) and (6.74).

Similarly, one can find a gas density distribution for a vacuum system with sev-
eral different pumps as a function of their sticking probabilities. Let us consider
a vacuum system with K pumps with sticking probabilities: 𝛼1, 𝛼2, 𝛼3, …, 𝛼K .
In TPMC model all pumps are ideal: i.e. sticking probabilities are equal to 1. In
Run 0, the vacuum chamber walls are desorbing, and in the following K runs, the
backflow is modelled from one of the pumps, i.e. from pump 1 in Run 1, from
pump 2 in Run 2, etc. The results of K + 1 runs allow to find a gas density at any
facet i as follows:

ni =
4
v

(
Q0Mhi,0

N0 Ai,0
+

K∑
j=1

QjMhi,j

Nj Ai,j

)
, (6.86)

where Q0 is a net desorption from the vacuum chamber walls and Qj are the
backflow from each of K pumps, which should be defined yet. To find Qj we will
consider K + 1 elements of vacuum system: desorbing walls of vacuum cham-
ber and K pumping surfaces. Thus, if a pump j was modelled with a few facets, a
number of generated and pumped particles at pump j, Nj and Mpj, and its surface
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area, Aj, are a sum of Mpi and Ai for these facets composing pump j:

Qj =
∑

pump j
Qi, Mpj =

∑
pump j

Mpi, Aj =
∑

pump j
Ai. (6.87)

The transmission probability matrix W can be formed with the transmission
probabilities between each pair of K + 1 elements wj,k defined as a ratio between
a number of particles pumped at element j to a number of particles generated at
element k:

wj,k =
Mpj

Nk
for j, k = 0,… ,K ;

W =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 … 0 … 0
w1,0 w1,1 w1,1 … w1,k … w1,K
w2,0 w2,1 w2,2 … w2,k … w2,K
… … … … … … …
wj,0 wj,1 wj,2 … wj,k … wj,K
… … … … … … …

wK ,0 wK ,1 wK ,2 … wK ,k … wK ,K

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (6.88)

The sum of transmission probabilities from element k to others should be equal
to 1, and this can be used to check the correctness of obtained wj,k values:

K∑
j=1

wj,k = 1 for j, k = 0,… ,K . (6.89)

Another relation for checking the correctness is

Aj

K∑
k≠i

wk,j =
K∑

k≠i
(Akwj,k) for j = 1,… ,K , (6.90)

where Aj is the area of jth pumping surface (representing pump j in TPMC
model).

The net gas flow rate Qj at the surface j consists of three components (see
Figure 6.19): the incoming flow of particles hitting the sorbing surface, f j, and
two outgoing components, namely, desorption, dj, and a backflow (or reflected
flow), (1− 𝛼j)f j. Considering that 𝛼0 = 0, one can write

Qj = dj − 𝛼jfj for j = 0,… ,K . (6.91)

The flow conversation equations can be written as follows:

fi =
K∑

j=0
(wi,j[dj + (1 − 𝛼j)fj]) for i = 0,… ,K . (6.92)

This is a system of K equations for K unknowns, f i, which can now be written in
matrix form as

[E − W ⋅ diag(1 − 𝛂)] ⋅ f = W ⋅ d, (6.93)

where E is a unit matrix and diag(1−𝜶) is the diagonal matrix of vector (1−𝜶).
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Having the solutions for f j, the gas flows Qj at every boundary surfaces can be
calculated with Eq. (6.91) for any sticking probability at each pump and, therefore,
a corresponding gas density at any facet i can now be calculated with Eq. (6.86).

This means that in a case of one defined source of gas and K pumps, the vacuum
system is fully described for any pumping speed of each pump after having K + 1
results of TPMC modelling as described earlier.

Any additional source of gas requires only one TPMC run similar to Run 0, but
for this source of gas, the results are used to define a new set of the transmis-
sion probabilities wj,0, while the other elements of the transmission probability
matrix W remain the same. Following calculations of f j and Qj provide all neces-
sary information for calculating the gas densities corresponding to this source of
gas. Hence, in the case of vacuum system with Ks sources of gas and K pumps,
the vacuum system is fully described for any pumping speed of each pump after
having K+Ks results of TPMC modelling as described earlier. For example, mod-
elling an accelerator section with SR shown in Figure 6.22, one would need to
run the TPMC model for six sets of parameters: Ks = 3 (sources of gas: thermal
outgassing, PSD from SR absorbers, and PSD from a beam vacuum chamber)
and K = 3 (a number of pumps). These results allow calculating analytically the
gas density for any gas and any pumping speed at each pump and any ratios
between three sources of gas: i.e. six sets of parameters for TPMC modelling
in this approach with variable parameters allow to have much greater variety of
answers in comparison with a minimum of 12 sets of parameters for direct TPMC
model with a defined set of parameters. Thus this approach with variable param-
eters for TPMC modelling and a following analysis could save a vacuum designer
significant effort and a required computing time.

6.3.6 TPMC Result Accuracy

The statistical error of the results obtained with TPMC follows a Poisson distri-
bution and can be calculated for each facet i as follows:

𝜎i =

√
Mhi

(
1 −

Mhi

N

)
. (6.94)

Therefore, the accuracy of TPMC calculations for large number of generated par-
ticles, N , decreases as the reciprocal of the square root of the number of hits,
Mhi:

𝜎i

Mhi
=

√
1

Mhi
. (6.95)

Since Mhi ∝N , then the accuracy of TPMC calculations is proportional to 1∕
√

N .
Thus, in calculating a transmission probability w between the inlet (1) and outlet
(2), as shown in Figure 6.21 and Eq. (6.80), the accuracy is

𝜎2

Mp2
=

√
1

Mp2
=

√
w
N
. (6.96)
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When modelling a long structure (typical for accelerators) with differential
pumping or with pumping walls, it might take a significant computing time to
reach acceptable accuracy with the modelled results. Together with the time
required to build a model, this can be a limiting factor for using TPMC in early
stages of vacuum system optimisation.

6.4 Combining One-Dimensional
and Three-Dimensional Approaches in Optimising
the UHV Pumping System

6.4.1 Comparison of Two Methods

Both methods can be useful in different stages of vacuum system design.
The main advantages and disadvantages for two methods are summarised in
Table 6.8. A choice of method for modelling depends on how much time is
available for modelling, what effort can realistically be applied within this time,
and what accuracy is required. At the early stage of the design when many
parameters are unknown, the desorption yields, pumping speed, geometry, and
locations of different components are not well defined. A 1D diffusion model is
applied more often for quick analysis of design modifications and optimisation;
however, towards the final design when design options are much fewer and
the accuracy of the model play more significant role, the intense use of TPMC
models can be more beneficial.

Table 6.8 Comparison between the diffusion and TPMC models.

Model Diffusion TPMC

Accuracy 1D simplified model 3D accurate model
Global averaged parameters:
P, u, S, etc.

Local parameters: n, w, 𝛼, etc.

Simple shape
(tubes, o-office,
cone, etc.)

Simple accurate formulas Short time accurate
calculations

Complicate shape Rough estimation Accurate
Long structures Short time calculations Time-consuming calculations
Vacuum system
optimisation

Easy to change geometry and
vary all parameters, quick
calculations

Time-consuming building and
changing a model and
time-consuming calculations

Molecular
beaming

Does not consider at all Accurate modelling

Time dependent
processes

Easily applicable Dramatically increases
calculation time

Use Good knowledge of gas dynamic is essential
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6.4.2 Combining of Two Methods

For modelling an accelerator vacuum chamber with a gas diffusion model, one
needs to define a specific vacuum conductance along the beam chamber u and
distributed pumping speed c. This can be done with formulas from vacuum hand-
books, when the shape of the vacuum chamber of a pumping port is studied and
reported there. However, both beam chambers and pumping ports often have a
unique and complex shape (see Figures 1.3, 1.4, 6.11), so a handbook formula can
provide an approximate result or could not be employed at all.

However, even at very initial design stage, the TPMC models can be built for
obtaining an accurate input for 1D model, for example, to accurately calculate a
transmission probability of pumping port, a vacuum conductance along a vac-
uum chamber, specific complex vacuum component, or other complex section
of vacuum chamber, which could not be described analytically with a simple 1D
model.

In an accelerator vacuum chamber, the pumping ports are often covered with
various types of mesh (see examples of mesh in Figure 6.24). Considering that the
dimensions of the holes and slots of the mesh could be comparable with its thick-
ness, a TPMC model would provide the most reliable transmission probability of
a mesh.

Example: A Pumping Port at Diamond Light Source

A vacuum system of the DLS was optimised by employing a 1D approach
described in Section 6.2. One of the uncertainties was to correctly calculate the
effective pumping speed of a pump connected to a complex shape pumping
port shown in Figure 6.25. Thus, the DLS pumping ports with a few different
geometries were modelled with TPMC to obtain the pumping port transmission
probability w. The effective pumping speed Seff can now be calculated and plotted
for various gases and various pumps using only the transmission probability

(a) (b)

(c) (d)

Figure 6.24 Pumping ports without a mesh and with different types of mesh. (a) A simple
pumping port, (b, d) a pumping port with a mesh with slots, and (c) a pumping port with a
mesh with holes.
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Figure 6.25 (a) A pumping ports inside the quadrupole magnets in DLS storage ring, (b) its
TPMC model, and (c) the effective pumping speed as a function of a nominal pumping speed
of connected pump for different gases.

value w:

U(M,T) = w
Aev(M,T)

4
,

Seff = U(M,T)S(M)
U(M,T) + S(M)

, (6.97)

where S(M) is a pumping speed of a connected pump for a gas with a molar
mass M. For example, for a pumping port in an entrance dimension of
23 mm× 300 mm, the transmission probability was found to be w = 0.15. The
calculated effective pumping speed Seff is shown in in Figure 6.25c as a function
of pumping speed for H2, CH4, CO, and CO2. Thus if a pump has pumping
speeds S(M) 220 l/s for H2, 40 l/s for CH4, and 100 l/s for CO and CO2, then the

Table 6.9 An example: an effective pumping speed Seff of a pump
with a pumping speed S connected to pumping port, and a
distributed pumping speed u for the diffusion model.

Gas S [l/s] Seff [l/s] u [l/(s⋅m)]

H2 220 150 496
CH4 40 32 107
CO 100 55 184
CO2 100 50 165
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effective pumping speed Seff can be calculated with Eq. (6.97) or estimated from
Figure 6.25c. A distributed pumping speed u required for a diffusion model can
be calculated as follows:

u =
Seff

b
. (6.98)

where b is a width of the pumping port; in the example above, b = 300 mm. The
results for this example are shown in Table 6.9.

6.5 Molecular Beaming Effect

In particle accelerators the vacuum specification for different parts of the
machine could vary in orders of magnitude. For example, the Ga/As photocath-
odes require a total pressure better than 10−10 Pa and partial pressures of oxygen
containing cases better than 10−13 Pa, while for the other parts of the machine,
it could be 10−6 Pa. What would be the difference between the results obtained
with a diffusional model and TPMC model?

Figure 6.26 schematically shows a tube of the length L1, a diameter d, and the
wall sticking probability𝛼. The tube is connecting two large vessels (i.e. their size
is much larger than a tube diameter d) with fixed gas densities n1 and n2, where
n1 ≫ n2. A test plate is located at z = L2 normal to the tube axis z. We will inves-
tigate two effects:

A gas density along the tube axis z obtained with diffusional model and TPMC.
A ratio of impingement rates at both sides of the test plate.

Figure 6.27 shows the results of TPMC calculations for a tube with a wall
sticking probability 𝛼 = 10−3, 10−2, 0.1, and 1.0 measured for the facets parallel
(X–Z and Y –Z planes) and normal (X–Y plane) to axis z. Impingement rates
were normalised to one corresponding to gas density n1 and plotted as a function
of normalised length z/d. The results obtained with the parallel and normal
facets are identical only for some distance from the entrance to the tube and
depends on sticking probability, i.e. for z< zipn(𝛼). In our example a difference
of 10% in the impingement rates for the parallel and normal facets are reached
at zipn(10−3)/d ≈ 250, zipn(10−2)/d ≈ 55, zipn(0.1)/d ≈ 4, and zipn(10−3)/d ≈ 0.07.
For z< zipn(𝛼) the impingement rates for the normal facets is higher than for the

n1
n2

n(z)
Ia Ib

d

0 L1 L2 z

Figure 6.26 Schematics of two large vessels connected by a tube with a diameter d and a
length L1. Ia and Ib are the impingement rates at both sides of a test plate located at z = L2.
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Figure 6.27 Comparison of normalised impingement rates for the facets parallel (X–Z and Y–Z
planes) and normal (X–Y plane) to axis z calculated with TPMC for as a function normalised
length x = z/d for a tube with a wall sticking probability 𝛼 = 10−3, 10−2, 0.1, and 1.0.

parallel facets, which means that the angular distribution of molecular velocities
is no longer uniform, and more molecules are travelling along the axis z. For
example, for a tube with 𝛼 = 1, the impingement rates for the normal facets
is a factor 100 higher than for the parallel facets at z/d = 20: i.e. practically
all molecules are travelling parallel to the longitudinal axis z in its positive
direction axis creating a molecular beam. This example with 𝛼 = 1 demonstrates
a strong molecular beaming effect. However, the molecular beaming effect can
be observed with tubes with sorbing walls, in case of differential pumping and
even with non-sorbing tubes (see example as follows).

The molecular beaming effect always exists; but this effect is not considered in
a diffusion model. And it is worth considering how strong it could be, referring to
Figure 6.28, which shows a comparison between the results of TPMC and diffu-
sion model for the same tube with 𝛼 = 10−3, 10−2, 0.1, and 1. The normalised gas
density n(z)/n1 was plotted as a function of normalised length z/d. The gas den-
sity for TPMC results was calculated from the average impingent rates in three
orthogonal planes:

ni =
4Qn

3N v

(
MhXY

i

AXY
i

+
MhYZ

i

AYZ
i

+
MhXZ

i

AXZ
i

)
. (6.99)

In the case of a circular tube, it can be simplified to

ni =
4Qn

3N v

(
MhXY

i

AXY
i

+ 2
MhXZ

i

AXZ
i

)
. (6.100)
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Figure 6.28 Comparison of normalised gas density calculated with TPMC and diffusional
model as a function of normalised length x = z/d for a tube with a wall sticking probability
𝛼 = 10−3, 10−2, 0.1, and 1.0.

Let us calculate the impingement rates at both sides of the test plate. A specific
impingement rate calculated with a diffusion model defined as

Id =
n2v
4

[
molecules

s⋅m2

]
, (6.101)

this model does not differentiate the impingement rates Ia and Ib: i.e. they are
equal in this model.

In contrast, an impingement rates Ia and Ib calculated with TPMC are different:

Ib = Id =
n2v
4

[
molecules

s⋅m2

]
, (6.102)

However,

Ia = Ib + Imb = (n1w0,L2 + n2)
v
4

[
molecules

s⋅m2

]
, (6.103)

where w0,L2 is a transmission probability of molecules from the entrance to the
tube at z = 0 to the test sample area of diameter d coaxial to the tube. One can see
that Ia consists of two independent parts proportional to n1 and n2; in the case
when n1w0, L2 ≫ n2, the impingement rate in vessel 2 depends mainly on the gas
density in vessel 1 and practically insensitive to the gas density in vessel 2.

There are a number of examples where this effect could be very strong and must
be considered.
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Example 1. GaAs Photocathode Electron Gun as a Source of High
Intensity Electron Beam

The advantage of GaAs photocathodes is that they can have a quite high quantum
efficiency yield, a number of emitted electrons per photon, compared to other
photocathodes. That is why Ga/Ar photocathode is one of the preferable sources
of electron for high intensity linear accelerators. However it requires extreme
high vacuum (XHV) conditions: ∼0.01 ML of oxygen containing gases causes the
degradation of the photocathode. At room temperature 1, ML/s may be formed at
P = 10−6 mbar. Thus, the photocathode will degrade after∼10 days at partial pres-
sure of 10−14 mbar for oxygen-containing gases. So, vacuum specification for the
photocathode vacuum chamber is to be below measurable with vacuum gauges,
since no modern gauges can measure the pressures below 10−13 mbar; the life-
time of the photocathode is a best indicator of average gas density. For the other
parts of linear accelerator, the required pressure could be specified as 10−8 mbar
in N2 equivalent.

Let us consider a vacuum chamber design near an electron gun as shown in
Figure 6.29a. Pressure in the photocathode vacuum chamber P1 = 10−14 mbar,
vacuum chambers 2 and 3 with beam position monitors (BPMs), and other
instruments are equipped with pumps with pumping speeds S2 and S3
providing differential pumping and corresponding pressures P2 = 10−10 mbar
and P3 = 10−8 mbar. Let us also consider that tubes connecting vessels 1, 2, and 3
are coated with NEG with a sticking probability 𝛼 = 1 for the oxygen-containing
gases. In this case, an impingement rate on a photocathode is a sum of

Ip
P1

P1 d P2

P 3

S2

S 3

P2 P3

S1 S2 S3

Ivc

Ip

S1

Ivc

d

Figure 6.29 A layout of vacuum chamber design near an electron gun: (a) straight vacuum
chamber and (b) vacuum chamber with a bend.
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three terms:

Ip = Ivc + Imb21 = (n1 + n2w21p + n3w31p)
v
4
= (P1 + P2w21p + P3w31p)

v
4kBT

,

(6.104)

where w21p and w31p are transmission probabilities of molecules from vessel 2 and
vessel 3 to the photocathode in vessel 1, correspondingly. Thus, there is a possi-
bility (which can be accurately modelled with TPMC) that P3w31p ≫P1, and/or
P2w21p ≫P1. In this case increasing pumping speed S1 (and further decreasing of
P1) would not help in increasing the photocathode lifetime because it is defined
by P3 and/or P2.

In general, the pressures P2 and P3 can be reduced by increasing pumping
speeds S2 and S3, correspondingly, the transmission probabilities w21p and w31p
can be reduced by reducing a diameter and increasing the length of tubes. How-
ever, these methods have practical limits: a pumping speed can be increases by
a few times only, a tube diameter could not be less than a beam aperture, and a
tube length cannot be increased too much within the building. The best solution
is to mitigate the molecular beaming effect, for this the molecular beam should
hit a wall. This can be easily done by bending a tube between vessels 2 and 3 (with
use of a dipole magnet for the charged particle trajectory change), as shown in in
Figure 6.29b. As soon as vessel 3 is out of line of sight for the photocathode, there
is no molecular beaming effect from vessel 3, i.e. w31p = 0. Similarly, if there is still
P2w21p ≫P1, then bending a tube between vessels 1 and 2 will lead to w21p = 0.

Thus, in the case of high pressure difference between vessels 1, 2, and 3, even
employing such a good vacuum technology as NEG-coated vacuum chamber
would not always help to meet vacuum specifications because of molecular beam-
ing effect. In practice, using the NEG coating vacuum chambers is not very com-
mon in the design of vacuum systems near the electron guns, so the impact of high
pressure difference between vessels 1, 2, and 3 could be even stronger. However,
there is no molecular beaming between the parts with no line of sight.

Example 2. ISD from the Plate and the Bottom of the Tube

Another example of molecular beaming effect was investigated for the mea-
surements of heavy ion-stimulated gas desorption. In the experiments we
wanted to compare a heavy ion-stimulated induced desorption (HISD) yields
from a flat sample in normal incident as shown in Figure 6.30. Two types
of samples were used: plates (20 mm× 20 mm) and tubes with a closed end
(20 mm× 20 mm× 80 mm). It was calculated with TPMC model that pressure
increase measured in test chamber for the same outgassing flow will be different
for planar and tubular samples because the gas desorbed from the bottom of the
tubular sample creates the molecular beam, which travels to the pump without
interacting with the test vacuum chamber walls, so for the same desorption flux
the pressure P2 in the test chamber with a tubular sample was found to be a
factor of ∼1.7 lower than with a planar sample [26].
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(a) (b)
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Figure 6.30 A schematic layout of experiment for measurements of HISD yields from (a)
tubular and (b) planar samples.

6.6 Concluding Remarks

Modelling of gas dynamics in accelerator vacuum chamber can be done in a vari-
ety of ways:

– Simple estimation as shown in Chapter 1;
– Calculation with a 1D diffusion model;
– 3D modelling with TPMC;
– aCombined methods;
– Others, not listed above.

Each of these ways could be appropriate at different stages of the design and
can be adopted to vacuum specifications, available accelerator parameters, details
of vacuum chamber mechanical design and experimental input data for mod-
elling, required accuracy, urgency, available time, software, and other resources.
Therefore, knowing different modelling methods allows to make an accelerator
vacuum system design and modelling in the most efficient way, i.e. in obtaining
the required and reliable results with a sufficient (not excessive) effort.

Many units are used in vacuum science for various reasons (for example, Pa
and mbar, m3 and l, m2 and cm2). This very often results in orders of magnitude
mistakes in calculating pressures, gas flows, pumping speed, etc. The best way
to avoid such mistakes is to perform all calculations in SI units. If necessary, the
final result can be converted to the (customer) required units at very final stage.

6.A Differential Pumping

There are a number of vacuum systems where there is a requirement to maintain
a part of a system at a much higher pressure than other parts (e.g. an ion source
chamber for an ion gun and a target chamber). Let us consider a vacuum cham-
ber that consists of volume 1 pumped with a pumping speed S1 and volume 2
pumped with a pumping speed S2. Two volumes are connected with a vacuum
conductance U (see Figure 6.A.1).
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S1 S2

Q2

U

Figure 6.A.1 A layout of vacuum system with differential pumping.

We need to calculate the pumping speed S2 required to maintain the pressure
P2. If we assume that U is small and P1 ≫P2, and the layout not allowing molec-
ular beaming effect, then

S2 =
Q2

P2
, Q2 = (P1 − P2)U ≈ P1U, P1 = Q

S1 + (S2
−1 + U−1)−1

≈ Q
S1
,

therefore S2 ≈ QU
S1P

. (A.1)

6.B Modelling a Turbo-Molecular Pump

Turbo-molecular pumps (TMPs) are often used in modern UHV systems. We
would like to study the ultimate performance of TMP in the following condi-
tions (see Figure 6.B.1): Q is total outgassing rate in a vacuum chamber; U1 is
vacuum conductance between the vacuum chamber and the TMP entrance; K
is a TMP compression ratio; STMP and Sr are the pumping speeds of TMP and
rough pump, respectively; U2 is vacuum conductance between the TMP exhaust

P0

P1
P3

P2

U1

U2
Q

TMP
STMP, K

Rough pump
Sr

Figure 6.B.1 A vacuum chamber pumped with TMP backed with a roughing pump.
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and the rough pump entrance; P0 to P3 are pressures in the vacuum chamber, at
the TMP entrance, the TMP exhaust and the rough pump entrance, respectively.
Pressures P0, P1, P2, and P3 can be defined as follows:

P3 =Q
Sr

+ Pr ult,

P2 = Q
U2

+ P3 = Q
(

1
U2

+ 1
Sr

)
+ Pr ult,

P1 = Q
STMP

+
P2

K
= Q

(
1

STMP
+ 1

U2K
+ 1

SrK

)
+

Pr ult

K
,

P0 = Q
U1

+ P1 = Q
(

1
U1

+ 1
STMP

+ 1
U2K

+ 1
SrK

)
+

Pr ult

K
. (B.1)

This formula helps optimising choice of pumps for a vacuum system, i.e. meeting
vacuum specification at lowest cost. Thus, an ultimate pressure is calculated with
Q = 0:

P0 ult =
Pr ult

K
. (B.2)

When the pressure P0 for a defined Q≠ 0 is defined by the lowest term between
U1, STMP, U2K , and SrK . To study how any change can affect pressure in the vac-
uum system, one can vary:
Vacuum conductances: U1 and U2.
TMP pumping speed S and compression ratio K .
Roughing pump ultimate pressure Pr ult and Sr .
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7.1 Pressure and Gas Density

Modern charged particle accelerators can use superconducting dipole,
quadrupole, and sextupole magnets, wigglers, and undulators. These mag-
nets could be a single component or long section(s) occupying from a short
fraction of the machine to its significant part or even the full circumfer-
ence/length. The vacuum chamber inside such cryogenic magnets could have,
in general, a temperature between the temperature of superconducting magnet
and room temperature. Thus, the temperature of vacuum chamber along the
beam path may vary in wide range.

It was already mentioned in Chapter 1 that the vacuum specifications for the
machine operation are dictated by beam–gas interaction and, therefore, it is pri-
marily defined by a residual gas density. For the machines where the whole vac-
uum chamber is at the same temperature Tvc (room temperature or any other
fixed temperature), the use of pressure is equally acceptable because the pressure
P and gas density n are proportional to a constant coefficient kBTvc:

P = n kBTvc. (7.1)

However, in a cryogenic vacuum chamber with variations in the wall tempera-
tures, the coefficient kBT is not a constant. Let us consider two vessels at temper-
atures T1 and T2 (where T1 >T2) and connected as shown in Figure 7.1.

In a viscous flow regime, there is an equal pressure in both vessels but the gas
density is higher in a vessel with lower temperature:

P1 = P2 ⇒ n1 = n2
T2

T1
⇒ n1 < n2. (7.2)

In a molecular flow regime, the condition of balance is different: a flow of
molecules in both directions must be equal; thus n1v1 = n2v2, where v is mean
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First Edition. Oleg B. Malyshev.
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T1

P1

n1

T2

P2

n2

Figure 7.1 Two connected vessel at
different temperatures T 1 and T 2.

molecular velocity. Therefore, pressure is higher in a warmer vessel, while gas
density is higher in cooler vessel:

n1v1 = n2v2 ⇒

⎧⎪⎪⎨⎪⎪⎩
P1 = P2

√
T1

T2
⇒ P1 > P2,

n1 = n2

√
T2

T1
⇒ n1 < n2.

(7.3)

Due to this thermal transpiration effect, the pressures in the two vessels located
at different temperatures are different. Thus, using pressure could be misleading
in the specifications and design of cryogenic vacuum systems with various tem-
peratures; hence it is recommended to use gas density only.

It is often necessary to know the gas density and pressure inside the cryogenic
vessel at temperature T2, while the measurements are performed at room tem-
perature T1. In this case, one can obtain a useful formula combining Eqs. (7.1)
and (7.3):

n2 = n1

√
T1

T2
=

P1

kBT1

√
T1

T2
=

P1

kB
√

T1T2

(7.4)

This thermal transpiration effect was studied in a dedicated experimental
set-up where a vacuum gauge located at room temperature was compared
to a vacuum gauge immersed in liquid helium, therefore operating at 4.2 K
(Figure 7.2). The two vacuum vessels operating at different temperatures are
connected via a ∼1 m long, 35 mm diameter tube. A Bayard–Alpert gauge is
measuring the pressure at room temperature, T1, and an extractor gauge is
measuring the pressure at liquid helium temperature, T2. A screen is placed in
front of the extractor filament to avoid the direct illumination of the cryogenic
surface, thereby minimising the electron-stimulated desorption (ESD).

In order to study the validity of Eq. (7.2) over several orders of magnitude, an
adsorption isotherm (see next section) is measured. With the turbo-molecular
pump valved off, known quantities of hydrogen are injected into the cryogenic
vessel. The equilibrium pressure is then recorded, for both gauges, as a function
of the surface coverage. Figure 7.3 shows the hydrogen adsorption isotherm mea-
sured by the two vacuum gauges [1]. Both pressures are given for a temperature
of 4.2 K. The vacuum gauge located at room temperature has been corrected by
the thermal transpiration effect according to Eq. (7.2). To take into account the
fact that the power supply of the vacuum gauge located in the cryogenic vessel
interprets the gas density measurement as if the vacuum gauge was operated at
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Figure 7.2 Experimental set-up to study the thermal transpiration effect.



272 7 Vacuum Chamber at Cryogenic Temperatures

Pressure measured at
room temperature with the
Bayard–Alpert gauge and

corrected from thermal transpiration

Pressure measured
with the extractor gauge

located at 4.2 K

0 1 × 1015
10–14

10–13

10–12

10–11

10–10

10–9

10–8

10–7

10–6

2 × 1015 3 × 1015 4 × 1015 5 × 1015 6 × 1015 7 × 1015

Surface coverage [H2/cm2]

H
2 

pr
es

su
re

 [T
or

r 
at

 4
.2

 K
]

Figure 7.3 Hydrogen adsorption isotherms measured by vacuum gauges located at room
temperature and cryogenic temperature. Source: Reprinted with permission from Baglin [1],
Fig. 3. Copyright 2007, CERN.

room temperature, the reading, PT2,read, of the vacuum gauge located at 4.2 K has
been corrected according to Eq. (7.4).

P2[Pa] =
T2[K]

300[K]
PT2,read[Pa]. (7.5)

As expected, from Eq. (7.2), when corrected from thermal transpiration effects,
the two pressures measured at room temperature and at cryogenic temperature
are quasi-overlapped over six decades.

7.2 Equilibrium Pressure: Isotherms

The residual gas molecules in a cryogenic vacuum chamber will be attracted to
the walls of the vacuum chamber due to the long-range van der Waals interac-
tion, which stems from coupling between the dipole fluctuations in the residual
gas molecules and the vacuum chamber wall. At small distances to the vacuum
chamber wall, there is repulsion, which occurs when the electron cloud of the
residual gas molecules starts to overlap appreciably with the electrons of the
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material in the vacuum chamber wall. The residual gas molecules are trapped,
or physisorbed, in the potential well formed by the long-range attractive force
and the short-range repulsive force between the residual gas molecules and the
surface. Physisorption is sometimes called cryosorption, and it has to be distin-
guished from cryocondensation or just condensation. In condensation, the adsor-
bate is adsorbed on its own liquid or solid, while in physisorption the adsorbate is
adsorbed on a substrate that consists of a material other than the adsorbate. The
chemical state of the physisorbed molecules is virtually identical to the gas-phase
state as shown by, e.g. [2].

Physisorption, which does not involve any change in chemical configuration,
is very inefficient in adsorbing the kinetic energy of incident particles. The
probability for sticking of an incident H2 molecule with a kinetic energy of about
20 meV on a bare metal surface is of the order of a few percent. Physisorbed H2
molecules are not tightly bound in localised sites and their freedom to translate
parallel to the surface when struck by an incident particle provides an efficient
means for absorption of a substantial amount of the incident kinetic energy. In
fact, the sticking of H2 on Cu is dominated by particle–particle collisions and the
probability of sticking increases with the number of molecules already adsorbed
on the surface. For a relative surface coverage equal to zero, the probability
of sticking is about 0.1 for H2 molecules with 15 meV of kinetic energy, and it
increases linearly up to close to unity when the surface when the surface is com-
pletely covered [3]. The increase in sticking probability with increasing surface
coverage in physisorption of H2 on Cu is fundamentally different from the case
of chemisorption. In chemisorption, where the pre-adsorbed species tend to
block the chemisorption process, the sticking probability falls with increasing
surface coverage. The physisorbed molecules are affected by the presence of
other physisorbed molecules, usually in the form of an increased binding energy
with increasing surface coverage. On the other hand, adsorption sites with
high adsorption energy will be occupied earlier than less attractive adsorption
sites, which might balance the increased binding energy with increasing surface
coverage caused by lateral interactions between the physisorbed molecules. For
the case of the H2–Cu interaction, the difference between different adsorption
sites is small compared to the forces introduced by the presence of other
adsorbed molecules.

7.2.1 Isotherms

Although physisorption has been studied extensively for many years, it is still not
completely understood and no single theory can accurately describe this phe-
nomenon. There are, however, a number of theories for adsorption isotherms
that are in use and the most frequently appearing equations are described in the
following. P is the equilibrium pressure at surface coverage s.

The simplest adsorption isotherm, often called Henry’s law [4]:

s = cP (7.6)

where c is a constant which depends on temperature, adsorbate, and substrate.
The amount of adsorbed gas varies linearly with the pressure. Henry’s law
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originates from observations of the solubility of gases in liquids and it builds
on the assumptions that both the gas and the adsorbed phase are dilute enough
to obey the perfect gas law and that there are no lateral interactions between
the adsorbed gas molecules [5]. When plotted on a log-log chart, Henry’s law
represents a straight line with unit slope. Henry’s law is the expected behaviour
for all physisorption isotherms at very low surface coverage, up to some fraction
of a percent of a monolayer; however, the true range of applicability of Henry’s
law is very short. In fact it is often below the range of experimental accessibility.

Another isotherm is the Freundlich equation [6], which, in principle, only has
empirical justification:

s = cP1∕n
, (7.7)

where c and n are temperature, adsorbate and substrate dependent constants.
When s is plotted against P on a log–log chart, the Freundlich isotherm is repre-
sented by a straight line with slope 1/n. In all cases n is greater or equal to unity
[7]. A large number of experimental isotherms have shown to obey the Freundlich
equation, but an even larger number cannot be described by this equation.

The Langmuir isotherm is another isotherm that occupies a central position
in the field of adsorption [8]. It originates from one of the first theoretical
treatments of adsorption. It is based on the assumptions that the substrate has
only energetically equal adsorption sites and that there is no lateral interaction
between adsorbed molecules. It is further assumed that it is not possible for the
adsorbed molecules to move between different sites via surface diffusion and that
adsorbate molecules that impinge on a bare surface have a certain probability of
being adsorbed, but those impinging on a site already occupied by an adsorbed
molecule would be immediately re-evaporated; thus the Langmuir model is
limited to monolayer coverage. The isotherm resulting from the assumptions
above can be written as

s =
smbP

1 + bP
(7.8)

In practice both sm and b are determined from experiments but they have well
defined physical significance. sm is the monolayer capacity and b is an adsorption
coefficient given by

b =
𝛼0 exp(ΔHa∕kBT)
𝛽0(2𝜋mkBT)1∕2 , (7.9)

where 𝛼0 and 𝛽0 are the condensation and evaporation coefficients, m is the mass
of the adsorbent molecule, ΔHa is the adsorption energy, kB is Boltzmann’s con-
stant, and T is the absolute temperature. A linear plot of the isotherm data in P/s
and P coordinates would provide a straight line with an intercept of 1/(smb) and a
slope of 1/sm. The Langmuir isotherm is in general more applicable to chemisorp-
tion than physisorption and it has been shown to be successful in describing the
isotherm of molecular hydrogen on metal surfaces at temperatures much higher
than the temperatures for physisorption, while it fails at low temperatures and
pressures for physisorption of H2 on Pyrex glass [9], porous materials like silica
gel [10], and gas condensates [11, 12].
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With the adsorption theory from Brunauer, Emmet, and Teller [13, 14], referred
to as BET, the assumptions of the Langmuir theory are expanded into the mul-
tilayer region. The basic assumption of the BET theory in its simplest form is
that molecules in the first layer can serve as adsorption sites for molecules in the
second layer and so on. The adsorption or desorption will always take place in
the topmost layer and for the exchange of molecules between the lower layers
a dynamic equilibrium is assumed. It is further assumed that the first layer will
have some value for the heat of adsorption, ΔHa, but for all succeeding layers, the
adsorption energy is assumed equal to the heat of vaporisation of the pure bulk
adsorbate, ΔHL. The assumptions of the BET theory leads to the BET isotherm
for multi-monolayer adsorption on a free surface, which has the form

s =
sm𝛼BETP

(P0 − P)(1 + (𝛼BET − 1)P∕P0)
(7.10)

where sm is the monolayer capacity, P0 is the saturated vapour pressure, and 𝛼BET
is a dimensionless parameter: 𝛼BET ≈ exp((ΔHa −ΔHL)/kBT). For any particu-
lar surface the values of sm and 𝛼BET have to be determined from the measured
adsorption isotherms. The BET equation may be transformed into

P
s(P0 − P)

= 1
𝛼BETsm

+
(𝛼BET − 1)
𝛼BETsm

P
P0

(7.11)

which would yield a straight line for the expression P/(s(P0 −P)) plotted versus
P/P0. The intercept is 1/(𝛼BET sm) and the slope is (𝛼BET − 1)/(𝛼BET sm). Since 𝛼BET
in general is large for the case of physisorption, the slope is close to 1/sm.

These attempts to predict the shape of an isotherm from a few basic assump-
tions have had limited success in describing the real situation. An interesting
theory, which does not try to predict the shape of the isotherm, is the poten-
tial theory, developed by Polanyi [15]. This theory assumes that a potential field
exists near the substrate surface and the adsorbate molecules are bound to it like
an atmosphere is bound to a planet. The adsorbing molecules are treated as being
more compressed close to the substrate and their density decreases outwards. The
adsorption potential at a point near the substrate is defined as the work done by
adsorption forces in bringing in molecules from the gas phase to that point.

The adsorption potential, 𝜀 = f (𝜙), is a function of 𝜙, which represents the
adsorbate surface coverage s divided by 𝛿T , the liquid density of the adsorbate
at the temperature T . The function 𝜀 = f (𝜙) decreases from its maximum value
at 𝜙 = 0 at s = 0, to its minimum value when the saturated vapour pressure is
reached at 𝜙max at s = sm. It should be noted that the interpretation of sm is not
the same in this theory as in the BET theory. The function 𝜀 = f (𝜙) is called the
characteristic curve and it is postulated to be independent of temperature. The
adsorption potential 𝜀i at a specific value of 𝜙i = si/𝛿T is given by the energy
needed to compress the vapour from the equilibrium pressure Pi, found at the
specific surface coverage si, to the saturated vapour pressure P0:

𝜀i = kBT ln
(P0

Pi

)
. (7.12)

From one measured isotherm it is possible to predict the isotherm for different
temperatures at the same 𝜙 as measured, but there is no prediction for other 𝜙.
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An important assumption in the potential theory as described above is that the
adsorption temperature is well below the critical temperature of the adsorbate
gas. The characteristic curve has proved to be very successful in predicting
the temperature dependence of physisorption. Experimental work done by
Dubinin and Radushkevich [16–18] has shown that the low-pressure adsorption
isotherms for many adsorbate–substrate combinations can often be described
by the function:

ln(s) = ln(𝜙max𝛿T ) − D𝜀2 (7.13)

called the DR equation. D is an adsorbate–substrate-dependent constant to be
fitted with experiment. Discrepancies can be seen in the high-pressure end, close
to the saturated vapour pressure and in the low-pressure end where the isotherm
approaches Henry’s law. If the temperature dependence of the density of the liq-
uid adsorbate is assumed to be negligible, it is possible, as shown by Kaganer
[19], to use the DR equation to estimate the monolayer capacity of the substrate.
In combination with the absorption potential, we arrive at the DRK equation,
which is

ln(s) = ln(sm) − D
(

kBT ln
(P0

P

))2

(7.14)

where P is the equilibrium pressure at surface coverage s and sm can be seen as the
monolayer capacity of the surface. The DRK equation has, in many cases, been
able to describe the isotherms for porous substrates and condensed gas substrates
as well as very low-pressure isotherms for metal and glass substrates, situations
where the BET and other theories have failed.

Comparative studies by Hobson [20] of the monolayer capacity given by the
DRK equation compared with that given by the BET equation have shown that
the DRK equation in general gives lower values for the monolayer capacity than
the BET equation. The BET equation usually describes an isotherm well in the
region 0.003<P/P0 < 0.3, while the DRK equation is valid at lower pressures.
Hobson suggests that the DRK monolayer coverage is the greatest coverage for
which the lateral adsorbate–adsorbate interactions can be neglected.

In the case of cryogenic accelerator vacuum systems, the main concern is the
hydrogen gas that is created by photon-stimulated desorption (PSD) process
when the synchrotron radiation (SR) is impinging on the walls of the vacuum
system and the equilibrium pressure depending on the amount of physisorbed
hydrogen gas on the cold walls of the vacuum system. Figure 7.4 shows the
measured H2 isotherms at the temperature 4.2 K on Cu plated stainless steel.
The measured H2 isotherms at 4.2 K in Figure 7.4 is a multi-monolayer isotherm
and it has proved difficult to find an appropriate isotherm equation that can
cover the whole pressure range from the lower experimental limit of about
2.3× 106 molecules/cm3 up to the saturated vapour density of 1.4× 1012 H2/cm3.
The measured adsorption isotherm for H2 on Cu-plated stainless at 4.2 K has
been compared to the equations for Henry’s law, the Freundlich isotherm,
the Langmuir isotherm, the BET isotherm, and the DRK isotherm and the
measured isotherm is fairly well described by the empirical Freundlich isotherm
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Figure 7.4 Measured H2 isotherm on Cu plated stainless steel at 4.2 K and fits of isotherm
equations to the measured data.

(see Figure 7.4). The following equation parameters have been used in the H2
isotherms plot in Figure 7.4:

Freundlich∶ s = 4.76 × 1014n1∕15.6
, (7.15)

Langmuir∶ s = 2.99 × 108n
1 + 1.72 × 10−7n

, (7.16)

BET∶ s = 1.74 × 1019n
(n0 − n)(1 + (7.86 × 103 − 1) n∕n0)

, (7.17)

DRK∶ s = 2.39 × 1015 exp
(
−3.61 × 104

(
kBT ln

(n0

n

))2)
, (7.18)

where n represents the volume density, s the surface density, and n0 = 1.36×
1012 H2/cm3 is the H2 saturated vapour density at 4.2 K.

The gas pressure was measured with an ionisation gauge at room temperature,
which, with use of Eq. (7.4), gave the density above the Cu surface immersed in
the liquid He bath at 4.2 K. The experimental method is described in detail in
[21, 22].

The radical change in the shape of the isotherm at s = 1.65× 1015 H2/cm2 and
the later saturation at s= 3.3× 1015 H2/cm2 lead to the conclusion that one mono-
layer consists of 1.65× 1015 H2/cm2. There is a detectable pressure rise in the
system only when the first monolayer approaches completion. As soon as the
first layer of H2 molecules is completed, there is an immediate decrease in
the adsorption energy. The effect of the lower adsorption energy is seen in the
very steep pressure rise for s> 1.65× 1015 H2/cm2. From the start of the third
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layer at s = 3.3× 1015 H2/cm2 and onwards, there is no change in the adsorption
energy with increasing thickness of the adsorbed layer.

Even though it has shown difficult to find a theoretical isotherm that can accu-
rately describe the full pressure range from zero surface coverage to multiple
layers of adsorbed gas on the substrate surface, it is possible from a vacuum
engineering point of view to establish relationships that span over orders of mag-
nitude in equilibrium pressure. Figure 7.5 shows measured isotherms for He and
H2 on Cu-plated stainless steel at 4.2 K with fitted curves. The H2 isotherms
was fitted there with the Freundlich isotherm Eq. (7.15) and the DRK isotherm
Eq. (7.18). The DRK equation and the Freundlich isotherm give good fits to the
measured He data over a vast pressure region of the isotherm with the following
parameters:

Freundlich∶ s = 1.28 × 1012n1∕5.08
, (7.19)

DRK∶ s = 1.84 × 1015 exp
(
−3.08 × 104

(
kBT ln

(n0

n

))2)
, (7.20)

where n0 = 1.75× 1021 He/cm3 is the measured saturated vapour density of He
at 4.2 K.

The Freundlich isotherm was successfully used for modelling of the travel speed
of a He pressure wave in long vacuum tubes at 1.9 K [23] and 4.4 K [24]. In the
case of the He pressure wave at 4.4 K, the DRK equation was used to estimate
the isotherm that later was simplified by using the Freundlich isotherm, which is
simpler to use for numerical fits.
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Figure 7.5 Isotherms of He and H2 at 4.2 K on Cu-plated stainless steel.
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The measurements of the He pressure wave in long vacuum tubes were carried
out since there was a concern that a He leak into the cold bore vacuum system
of an accelerator using superconducting magnets will not be detected by the vac-
uum gauges until the He gas has propagated to the pressure gauge as a pressure
wave with a steep pressure front. It was found that the time to detect a He leak
into a cryogenically cooled system can be considerably longer than in a room
temperature system due to physisorption of He on the cold walls of the vacuum
system. The experiment at 1.9 K [23] was carried out on a test bench for super-
conducting magnets at CERN where there was a 70-m-long cold bore tube that
can be held at a stable temperature between 1.9 and 4.3 K for a long period of
time (see Figure 7.6). A He leak was introduced at one end of the 75-m-long cold
bore tube, as illustrated in Figure 7.7, and the time it took for the He pressure to
be detected at the other end was measured. As can be seen in Figure 7.8, it took
20 hours for the He pressure wave to arrive at the pressure gauge in the other end
of the 75-m-long cold bore tube. The conclusion from the measurements were
that it is likely that a He leak into a long cold bore accelerator vacuum system is
more likely to be discovered by Bremsstrahlung radiation monitors before it is
recorded by the vacuum pressure gauges.

7.2.2 Cryotrapping

A gas like H2 is weakly physisorbed on a cold surface even at low temperatures
and it is often the only gas that can be detected by the vacuum instruments in a
cryopumped vacuum system. The other gases desorbed by the SR (typically CO,
CH4, and CO2) cannot be seen by the instruments. The other gases will however
still be present on the cold substrate surface. It is not pure H2 but a mixture of H2
and the other gases, which will be physisorbed on the cold substrate surface. If
such a gas mixture physisorbs on a cold substrate, the gas with weak physisorp-
tion may be incorporated into the condensate of the other gases, which are more
strongly physisorbed, and its vapour pressure will be suppressed compared to the
case of physisorption of the pure gas. The effect of pressure reduction of the gas
with weak physisorption when it is coadsorbed simultaneously with other more
strongly physisorbed gases is called cryotrapping.

Cryotrapping may be regarded as a special case of physisorption taking place
on a continuously self-renewing substrate surface. The efficiency of the pressure
reduction by cryotrapping strongly depends on the gas used as partner to the
weakly physisorbed gas. Ar, NH3, and CO2 have been shown to be efficient in the
cryotrapping of H2, while CO and especially CH4 have a more moderate influ-
ence on the vapour pressure of H2. Figure 7.9 shows the adsorption isotherm for
coadsorption of different mixtures of H2 and CO plotted as a function of the sur-
face coverage of H2 [21]. In Figure 7.9 it can be seen that the coadsorption does
not have a significant effect on the surface coverage of H2 at which the steep pres-
sure rise starts, but it has a strong influence on the development of the pressure
with increasing surface coverage. The equilibrium pressure can be suppressed
by orders of magnitude by the cryotrapping effect if the amount of CO in the
coadsorption mixture is high enough.
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Figure 7.8 Illustration of the equivalent cold bore tube lengths used for the prediction of the
time of arrival at the distant end of He pressure front propagating from the leak. Source:
Reprinted with permission from Wallén [23], Fig. 8a. Copyright 1997, American Vacuum
Society.

7.2.3 Physisorption on Gas Condensates

When the cold substrate surface has become covered with a certain amount of
adsorbate molecules, the saturated vapour pressure is reached. In cryopumps,
which usually have the design aspect of high pumping capacity between recon-
ditioning warm-ups, the substrate is, in general, chosen to consist of materials
with large adsorption capacity. Such materials are not only porous solid sub-
strates, such as molecular sieves and activated charcoal, but also condensates of
gas with a considerably higher melting point than the adsorbate. By condensation
of gases, such as CO2, polycrystalline porous adsorbents with a clean surface can
be produced. The isotherm for physisorption on gas condensates, as well as on
porous substrates, does, in general, show a very low, often undetectable, pressure
for small amounts of physisorbed adsorbate, and the pressure slowly increases
until the substrate gas condensate is saturated with adsorbate and a very steep
pressure rise up to the saturated vapour pressure takes place.



282 7 Vacuum Chamber at Cryogenic Temperatures

107

108

109

1010

1011

1012
n 

[m
ol

ec
ul

es
/c

m
3 ]

10 × 101586420

s [molecules/cm2]

100% H2

54% H2 + 46% CO
43% H2 + 57% CO
35% H2 + 65% CO
31% H2 + 69% CO

Figure 7.9 Isotherms of coadsorption of H2 and CO on Cu-plated stainless steel at 4.2 K
plotted as a function of the surface density of H2 molecules. Source: Reprinted with permission
from Wallén [21], Fig. 4a. Copyright 1996, American Vacuum Society.

The PSD yield of CO is about a factor of 10 higher than for CO2 and CH4 and
even if CO2 is suitable as a capacity increasing gas condensate in cryopumps, it is
the behaviour of H2 being physisorbed on top of condensed CO that is interest-
ing for cryogenic accelerator vacuum systems. Figure 7.10 shows the adsorption
isotherms of H2 on a precondensed layer of 1.0× 1016 and 2.0× 1016 CO/cm2 as
well as the isotherm of H2 on the clean surface of the Cu-coated stainless steel.
A surface coverage of 1.0× 1016 CO/cm2 represents roughly 6 ML of CO on the
Cu surface and the isotherms show that there is no large difference in adsorb-
ing H2 on a gas condensate of CO compared to the metal surface. The adsorp-
tion capacity for binding H2 before the steep pressure rise takes place has even
decreased slightly with a precondensed layer of 1.0× 1016 CO/cm2 compared to
the clean Cu surface. The increase in adsorption capacity for a thicker layer of
precondensed CO may indicate that it is possible for H2, to a small extent, to
penetrate and get absorbed within the structure of the CO condensate.

7.2.4 Temperature Dependence of the H2 Isotherms

Accelerator vacuum systems normally consist of stainless steel or copper-plated
stainless steel. The vacuum chamber in an accelerator using superconducting
magnets is close to liquid He temperatures, which will give rise to cryopumping
of the residual gases in the vacuum chamber. Assuming that the wall temperature
is 20 K or lower, it is only H2 that has saturated vapour pressure that is high
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2.0× 1016 CO/cm2 on Cu-plated stainless steel at 4.2 K. Source: Reprinted with permission from
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enough to be a concern for the operation of the accelerator. When designing
the vacuum system, or estimating the expected equilibrium gas density, it
would be handy to have detailed knowledge through measured data of the
adsorption isotherm of H2 at the temperature of the vacuum system. Measured
data for the H2 isotherms, or the saturated vapour pressure of H2, in the
temperature region above liquid He temperatures but below 20 K is however
scarce. The saturated vapour pressure H2 varies rapidly with the temperature. At
T = 4.2 K, it is P0 = 8.0× 10−5 Pa (n0 = 1.4× 1012 H2/cm3) [21] and at T = 10 K it
is P0 = 2.6× 102 Pa (n0 = 1.9× 1018 H2/cm3) [25], which is more than six orders
of magnitude difference for the saturated vapour pressure between 4.2 and 10 K.
Measurements of the adsorption isotherms of H2 and the saturated vapour
pressure of H2 at liquid He temperatures in the range 2.30–4.17 K [26] show
that the saturated vapour pressure of varies five orders of magnitude in the
temperature interval 2.30–4.17 K, as shown in Figure 7.11.

The H2 absorption capacity of the metallic surfaces in an accelerator system
is hence expected to decrease rapidly with increasing temperature. If the tem-
perature of the different parts of the vacuum system varies during operation, the
physisorbed H2 is also expected to migrate from warmer to colder parts of the
vacuum system, which gives rise to pressure spikes in the accelerator vacuum
during the time period of the temperature variation. The gas migration effect
was, for example, observed during operation of cold bore the superconducting
wiggler at the MAX II storage ring at MAX-lab in Lund, where pressure spikes
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Figure 7.11 Measured adsorption isotherms of H2 at liquid He temperatures in the range
2.30–4.17 K. Source: Reprinted with permission from Benvenuti et al. [26], Fig. 7. Copyright
1976, American Vacuum Society.

and reduced beam lifetime was observed during refills of the liquid He reservoir
in the superconducting wiggler.

The DRK equation is the most suitable tool for estimating the temperature vari-
ation of the H2 isotherm. Figure 7.12 shows measured H2 isotherms on stainless
steel and Cu-plated stainless steel at 4.2 K [22] fitted with the DRK with param-
eters sm and D in Eq. (7.13) shown in Table 7.1. Table 7.2 shows the saturated
vapour pressure of H2 in the temperature range of 4.2–20 K.

When comparing the DRK fits of the He isotherms in Figure 7.5 and the H2
isotherms in Figure 7.12, it is obvious that the DRK fit of the He curve at 4.2 works
rather well, which also was confirmed at different temperatures in [22], while for
the H2 isotherms at 4.2 K the pressure range of the measurements is too close to
the H2 saturation pressure and full monolayer formation in order for the DRK to
work well. It is hence doubtful if an extrapolation of the DRK parameters found at
4.2 K H2 is an appropriate way to estimate the H2 isotherms for metallic surfaces
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Figure 7.12 Measured H2 isotherms on stainless steel and Cu-plated stainless steel at 4.2 K.

Table 7.1 Fitted DRK parameters sm and D from the
measured H2 isotherms at 4.2 K shown in Figure 7.12.

Stainless steel
Cu-plated
stainless steel

sm [H2/cm2] 1.60 × 1015 2.39 × 1015

D 22 000 36 100

Table 7.2 Saturated H2 vapour pressure P0 and the
corresponding number density n0.

T [K] P0 [Pa] n0 [H2/cm3]

20 9.32× 104 3.38× 1020

15 1.34× 104 6.46× 1019

10 2.57× 102 1.86× 1018

4.2 8.00× 10−5 1.38× 1012

The value for 4.2 K is from Ref. [22] and the values for
10–20 K are from Ref. [25].
Source: Adapted from Wallén 1997 [22] and Hoge and
Arnold 1951 [25].
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Figure 7.13 Hydrogen adsorption isotherms on an electropolished stainless steel surface in
the temperature range 7.3–17.9 K. The experimental data are fitted with the DRK isotherms
with the experimentally determined constants D = 3075 eV−2 and sm = 6.45× 1014 cm−2.
Source: Courtesy to S. Wilfert and F. Chill, GSI, Germany.

at temperatures above 4.2 K. The scarcity of measured data of H2 isotherms on
metallic surfaces in the range 4.2–20 K has recently been addressed by the GSI in
Darmstadt, where the FAIR accelerator complex is under construction.

Figure 7.13 shows the H2 isotherm measured (points) on electropolished stain-
less steel from 7.3 to 17.9 K fitted with the DRK model (dash lines) [27, 28]. The
fitted values are D = 3075 eV−2 and sm = 6.45× 1014 H2/cm2. As compared to
stainless steel, the monolayer coverage is reduced due to the electropolishing by
a factor of ∼2.5 and the value of the DRK parameter D is numerically closer to the
value found for Cu-plated stainless steel than the bare stainless steel in Table 7.1.

7.2.5 Choice of Operating Temperature for Cryogenic Vacuum Systems

When designing a vacuum system to operate at cryogenic temperature, the choice
of the operating temperature can be of primary importance for the system per-
formance. Indeed, as shown before, the vapour pressure of the gases might vary
over several decades for a variation of a few Kelvin. The knowledge of the satu-
rated vapour pressure P0 of some common gases is a therefore major importance
since it can be used as a guideline to define possible operating temperatures.

The saturated vapour pressure of gases at any temperature can be derived from
the Clausius–Clapeyron law:

log P0 = A − B
T
, (7.21)

where A and B are constants, which depends on the nature of the gas.
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Table 7.3 A and B constants of some gases when the saturated vapour pressure, given at 300 K, is
expressed in mbar.

He H2 CH4 H2O Ne N2 CO C2H6 O2 Ar CO2

A 5.018 5.847 7.523 10.118 7.562 8.386 8.900 9.690 8.778 8.062 10.007
B 4.647 47.381 476.870 2576.522 107.486 372.196 433.376 1039.344 455.033 412.596 1338.981
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Figure 7.14 Saturated vapour pressure, given at 300 K, expressed in mbar and LHC 100 hours
beam lifetime limit for some common gases.

A compilation of the saturated vapour pressure data of several gases at different
temperatures can be found in [29]. Table 7.3 gives the fitted values of A and B for
some common gases in vacuum technology when the saturated pressure vapour
pressure, given at 300 K, is expressed in mbar.

Figure 7.14 shows the saturated vapour pressure, given at 300 K, for some
common gases in vacuum technology. Also shown, is the Large Hadron Collider
(LHC) 100 hour vacuum lifetime, which is a gas density limit, defined by the
acceptable proton beam scattering on the residual gas (see Section 1.2.3). This
design pressure is computed from the gas density limit using Eq. (7.3). The
LHC vacuum system (see Section 8.5.2.3) is made of a 1.9 K cold bore into
which is inserted a perforated beam screen, whose function is to intercept the
beam-induced heating at a more favourable temperature than 1.9 K. For the
chosen LHC beam screen temperature operating range, 5–20 K, the saturated
vapour pressure of He and H2 is very high. Therefore, these gases do not
condense on the beam screen but are thermally flushed towards the cold bore,
through the beam screen perforation. With the exception of Ne, which is not a
gas commonly present in vacuum system, the saturated vapour pressures of all
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the other gases are negligible. These gases gas therefore condense into the beam
screen without degrading the vacuum lifetime. However, if for some reason
the beam screen temperature is increased to 24.5 K, the CO-saturated vapour
pressure will reach the vacuum lifetime and, at 26 K, the vacuum lifetime will
drop to 10 hours: in this last case, the proton loss during machine operation
is dominated by the vacuum level! Thus, it is desirable to limit the operation
temperature of the LHC beam screen to below ∼25 K, for example, to 20 K, to
allow design and operation margin.

It is worth underlining that the saturated vapour pressure is given when several
monolayers of gas are condensed onto the surface: i.e. the molecules of the satu-
rated vapour interact with its condensed phase (liquid or solid) and not anymore
with the surface material. For example, as shown in Figure 7.11, for a surface cov-
erage above 1016 H2/cm2, the saturated vapour pressure is reached and follows
the Clausius–Clapeyron law of H2 as depicted in Figure 7.14.

However, as explained in Section 7.2.1, gas might be also physisorbed in the
sub-monolayer regime. As a result, the molecules can be adsorbed on the sur-
face at higher temperature due to the larger binding energy of the physisorbed
molecules than the heat of evaporation. For smooth surfaces, the adsorption tem-
peratures (or binding energies) for physisorption and condensation are very sim-
ilar; however, for porous surfaces, e.g. cryosorbers like material (see Section 7.5),
both adsorption temperatures may greatly differ. As a result, molecules can be
physisorbed up to much higher temperature than the condensation temperature.
Figure 7.15 shows the pressure evolution inside the COLDEX stainless steel cold
bore during the natural warm-up. The cold bore was initially cooled down at kept
at 4.5 K for 3.5 days, then the LHe supply to the COLDEX cryostat was stopped,
and the COLDEX stainless steel cold bore was naturally warmed from 4.5 K to
room temperature at a rate of 2.2 K/h. Each physisorbed gas was desorbed at dif-
ferent temperatures corresponding to its (different for each gas) binding energies.
The peak temperature ranges from 18 K for H2 to 250–290 K for H2O.
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Figure 7.15 Desorption of gases when warming up to room temperature a stainless steel
surface at a rate of 2.2 K/h.
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Table 7.4 Surface coverage, peak temperature, activation energy, boiling point, and
evaporation heat of the molecules on a stainless steel surface.

Molecules H2 CH4 H2O CO CO2

Surface coverage
[molecules/cm2]

2× 1014 3× 1012 2× 1013 2× 1013 4× 1012

Peak temperature [K] 18 60 285 45 95
Activation energy [meV] 57 199 965 152 303
Boiling point [K] 22.3 111.7 373.2 81.7 195.1
Evaporation heat at boiling
point [meV]

9.3 89.4 421.6 62.7 158.9

According to the first-order thermal desorption kinetics [30], the activation
energy for desorption of the molecule, Ed, can be computed from the peak tem-
perature, Tp, and the heating rate, 𝛽:

Ed

kTp
2 = 1

𝜏0𝛽
exp

(
−

Ed

kBTp

)
, (7.22)

where 𝜏0 is the Frenkel period of vibration of the molecule (𝜏0 = 10–13 seconds)
and kB is the Boltzmann constant (k= 88.2 meV/K).

Table 7.4 gives the corresponding surface coverage, peak temperature, and acti-
vation energy to the Figure 7.15. It shows, for comparison, the boiling point and
the evaporation heat of the molecules. Low surface coverages provide large bind-
ing energy as opposed to large surface coverages (i.e. liquid phase in this case),
which exhibit low binding energy.

7.3 Gas Dynamics Model of Cryogenic Vacuum
Chamber Irradiated by SR1

The cryogenic vacuum chamber under SR was intensively studied in 1990–2005
for the Superconducting Super Collider (SSC) and the LHC beam pipes [31–48].
It was discovered that gas density inside such a chamber has three sources:

(1) PSD, ESD, and ISD (ion-stimulated desorption) of tightly bounded molecules
(as it happened with PSD, ESD, and ISD at room temperature) called ‘primary
desorption’.

(2) PSD, ESD, and ISD of cryosorbed molecules (called ‘recycling’ or ‘secondary
desorption’).

(3) Equilibrium gas density ne of cryosorbed molecules.

1 Before reading this section it is advisable to familiarise with Section 6.2.
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Figure 7.16 Two types of cryogenic vacuum chamber: (a) a vacuum chamber as a simple cold
bore (1) and (b) a vacuum chamber consisting of a cold bore (1) and a beam screen (2) with
pumping slots (3) for desorbed and cryosorbed molecules (4).

Two types of cryogenic beam vacuum chamber shown in Figure 7.16 are under
consideration in this chapter chamber:

(a) A vacuum chamber as a simple cold bore with wall temperature Tcb.
(b) A vacuum chamber consisting of a cold bore with wall temperature Tcb and

a beam screen (BS) (or liner) with wall temperature Tbs and with pumping
slots for desorbed molecules.

The gas molecules desorbed with SR from a surface directly exposed to the
beam, which is an inner wall of a cold bore or a beam screen (depending of the
type of vacuum chamber) can be cryosorbed back onto this surface with a sticking
probability 𝛼, and, if this is a beam screen with pumping slots, be pumped through
these slots onto a cold bore, with a distributed pumping speed C. It is also impor-
tant to point out that in all designs of cryogenic accelerator vacuum chambers
known to author, Tcb ≤Tbs. These desorption, diffusion, and pumping processes
can be described with the equations of gas dynamic balance inside a beam cryo-
genic vacuum chamber as follows [33, 34]. The first equation describes volumetric
gas density n [molecules/cm3] in volume per unit of axial length V /L = A:

A𝜕n
𝜕t

= q + q′(s) − 𝛼S(n − ne(s,T)) − Cn + u𝜕
2n
𝜕z2 , (7.23)

and the second equation describes the surface density (or surface coverage) of
cryosorbed gas s [molecules/cm2] per unit of axial length Aw/L = F :

F 𝜕s
𝜕t

= 𝛼S(n − ne(s,T)) − q′(s); (7.24)

where

q(M, D) [molecules/(s⋅m)] is the primary beam-induced desorption flux.
q′(M, s) [molecules/(s⋅m)] is secondary beam-induced desorption flux (desorp-

tion of cryosorbed molecules).
𝛼(M, T) is the sticking probability.
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S(M,T) [m2∕s] = (1 − 𝜌)F v(M,T)∕4 is the ideal wall pumping speed per unit
axial length.

C(M,T) [m2∕s] = 𝜌whF v(M,T)∕4 is the distributed pumping speed of holes.
𝜌 is the area ratio of pumping holes to beam screen.
wh is the transmission probability of the pumping holes.
v(M,T) [m∕s] is the mean molecular velocity.

ne(M, T) [molecules/cm3] is the thermal equilibrium gas density.
u(M, T) [m4/s] is the specific vacuum chamber conductance per unit axial length

z (see Eqs. (6.35)–(6.37)).

The beam-induced desorption flux consists of PSD and ESD (the latter will take
place in case of positively charged beam and beam induced electron multipacting
discussed in Chapter 7):

q(M,D) = 𝜂
𝛾
(M,D)Γ + 𝜂e(M,D)Θ,

q′(M, s) = 𝜂
′
𝛾
(M, s)Γ + 𝜂′e (M, s)Θ; (7.25)

where

𝜂
𝛾

and 𝜂
𝛾

′ [molecules/photon] are the primary and secondary PSD yields.
Γ [photon/(s⋅m)] is the photon flux per unit axial length.
𝜂e and 𝜂e

′ [molecules/electron] are the primary and secondary ESD yields.
Θ [electron/(s⋅m)] is the electron flux per unit axial length.

These equations should be written for each gas with mass M present in the
vacuum system. However, in this analysis each gas behaviour is considered to be
independent from others; thus parameter M will be omitted. The temperature
of gas is considered to the equal to the wall temperature of cold bore (in case of
vacuum chamber without a beam screen) or beam screen (when it is present).

The left-hand side term of Eq. (7.23) can be significant only when the beam
current in accelerators changes very quickly: for example, in the storage rings this
may happen when the beam is injected or dumped. In the normal operation of
the machine, there is either no beam or the beam is present and slowly changing,
providing so-called quasi-equilibrium conditions described as q + q′(s) − 𝛼S(n −
ne(s,T)) − Cn + u 𝜕

2n
𝜕z2 ≫ A 𝜕n

𝜕t
. When these conditions are satisfied, then Eq. (7.23)

can be simplified to the equation

q + q′(s) − 𝛼S(n − ne(s,T)) − Cn + u d2n
dz2 = 0; (7.26)

which mathematically is the same as Eq. (5.7):

u d2n
dz2 − cn + q∗ = 0; (7.27)

where c = 𝛼S +C and q* = q+ q′(s)+ 𝛼Sne(s, T).

7.3.1 Infinitely Long Vacuum Chamber Solution

In the application to the large accelerators, the main interest is a solution for long
vacuum chambers with large distance between the pumps. The ‘infinitely long’
vacuum chamber approximation can be applied when the pumping effect at the
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ends is negligible inside the chamber. In this case, there is no net axial diffusion,
i.e. d2n∕dz2; thus this approximation is only valid for c> 0, and the solution to
Eq. (7.27) is

ninf =
q∗

c
. (7.28)

7.3.1.1 Vacuum Chamber Without a Beam Screen
The gas density inside a vacuum chamber without beam screen (i.e. C= 0) is given
by

ninf t =
q + q′(s)
𝛼S

+ ne(s). (7.29)

The secondary PSD, ESD, and the thermal equilibrium gas density ne depend
implicitly on the surface density s of cryosorbed molecules, which increases with
time as

sinf t(t) = s0 +
1
F ∫

t

t=0
q dt; (7.30)

where s0 is initial surface density. In the case of s0 ≪ sm, the initial gas density is

n0 inf t =
q
𝛼S

(7.31)

The H2 gas density in a cryogenic vacuum chamber at 4.2 K shown in
Figure 7.17 was calculated for primary and secondary PSD, equilibrium gas
density, and a sum of these three (total gas density). For a primary PSD reducing
with the accumulated photon dose, the gas density inside the vacuum chamber
increases with the dose due to the secondary PSD and the H2 isotherm (the
thermal equilibrium gas density ne), which are increasing due to accumulation
of primary desorbed gas and therefore the increasing surface coverage s of
cryosorbed molecules shown in Figure 7.19.

These calculations were made with the following parameters:Γ≈ 1017 photons/
(s⋅m) (similar to the LHC arcs), the diameter of tube d = 4.5 cm, and T = 4.17 K.
Experimental data for 𝜂(D) and 𝜂′(s) are shown in Section 7.4.
7.3.1.2 Vacuum Chamber with Holes in the Beam Screen
The gas density inside a vacuum chamber with beam screen (i.e. C> 0) is given
by

ninf bs =
q + q′(s) + 𝛼Sne(s)

𝛼S + C
(7.32)

Initially, the beam screen surface has no condensed gas; therefore the sec-
ondary desorption and the equilibrium gas density equal to zero, and the initial
gas density n0 is calculated as

n0 inf bs =
q

𝛼S + C
. (7.33)

Combining Eq. (7.26) with d2n∕dz2 = 0 and Eq. (7.24), an expression for gas
density can be written differently:

ninf bs(t) =
q
C

− F
C

⋅
ds
dt
. (7.34)
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Figure 7.17 The H2 density as a function of photon dose in a cryosorbing tube.

Since the molecules can escape the vacuum chamber through the pumping
holes, the growth of the surface density s(t) on the inner beam screen surface
is limited by the distributed pumping C and is described by

sinf bs(t) = s0 +
1
F ∫

t

t=0
(q − Cn(t))dt. (7.35)

where s0 is initial surface density.
After a certain time the quasi-static condition of the surface density s(t) will

be reached, in this condition for desorption flux is equal to the flux of molecules
passing through the pumping holes from beam screen inner volume to the cold
bore: q =Cn; thus no more molecules are absorbed on the inner beam screen sur-
face, i.e. F ds∕dt ≈ 0; therefore the gas density depends on the primary desorption
and the pumping through the pumping slots only:

n =
q
C
. (7.36)

The H2 gas density in a cryogenic vacuum chamber with a beam screen at
4.17 K shown in Figure 7.18 was calculated with the following parameters:
Γ≈ 1017 photons/(s⋅m) (similar to the LHC arcs), the diameter of beam screen
d = 4.5 cm, and Tbs = 4.17 K, for the same experimental data as used for a simple
tube shown in Figure 7.17. For a primary PSD reducing with the accumulated
photon dose, the gas density inside the vacuum chamber initially increases with
the accumulated photon dose due to accumulation of primary desorbed gas on
a beam screen walls and, therefore, due to secondary PSD and H2 isotherm.
However, the higher gas density, the more gas pumped through the pumping
holes (or slots) in the beam screen. Maximum total gas density is reached at
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Figure 7.18 The H2 density as a function of photon dose in a cryosorbing tube with a beam
screen.

the dose of Dmax_n = 1.5× 1020 photons/s and corresponds approaching to the
condition F ds∕dt ≈ 0. For doses higher than Dmax_n, the total gas density is
described with Eq. (7.36). This condition was reach in relatively short time, in
our example a dose Dmax_n corresponds to 25 minutes of the LHC operation
under nominal conditions.

The surface coverage is following the same trend as gas density (see Figure 7.19),
initially it increases (similar to the tube without a beam screen); however, it
reached its maximum and then reduces with a photon dose.

It is important to note here that in this example we used an assumption that
no gas comes back from the space between cold bore and the beam screen. This
is possible if equilibrium gas density at cold bore temperature, ne(Tcb), is much
lower than required gas density in the beam path. This can be achieved for all
gases (except He) when Tcb < 3.3 K. Thus, this criterion is met for typical cold
bore temperature of 1.9 K. The other typical cold bore temperature is 4.5 K, and
in this case this criterion can be met by using cryosorbing materials in the space
between cold bore and the beam screen.

7.3.2 Short Vacuum Chamber Solution

In this book one refers to ‘short’ vacuum chamber when the conditions at
the extremities of the chamber have an influence on the gas density along the
whole length of the chamber. In this chapter the different boundary conditions,
i.e. known pumping speed or gas density at the ends of the chamber, will be
discussed.
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Figure 7.19 The H2 surface coverage as a function of photon dose in a cryosorbing tube with
and without a beam screen.

The second-order differential equation (6.16) for the function n(z) has two
solutions:

Case (a) n(z) =
q∗

c
+ C1be𝜔z + C2be−𝜔z for c > 0,

Case (b) n(z) = −
q∗

2u
z2 + C1az + C2a for c = 0; (7.37)

where 𝜔 =
√

c∕u and the constants C1 and C2 depend on the boundary condi-
tions. Similarly to the room temperature model in Section 6.2, it is worth evalu-
ating a term𝜔 =

√
c∕u: for example, for a circular tube it simplifies to𝜔 =

√
3∕d

(see Eq. (6.47)).
These solutions are similar to ones obtained in Chapter 5 with expanded defi-

nitions of a few terms: distributed gas desorption q* = q+ q′(s)+ 𝛼Sne(s, T) and
distributed pumping c = 𝛼S +C.

Since the molecules can be pumped at the extremes of the vacuum chamber
and, in the case of beam screen, escape the vacuum chamber through the pump-
ing holes, the growth of the surface density s(t) on the tube or the inner beam
screen surface is limited. Similarly to Eq. (7.35), the equation for the surface den-
sity can be written as

s(z, t) = s0 +
1
F ∫

t

t=0

(
q − Cn(z, t) + u d2n(z, t)

dz2

)
dt. (7.38)

where s0 is initial surface density. After a certain time the quasi-static condition
of the surface density s(t) will be reached: F 𝜕s∕𝜕t ≈ 0. No more molecules are
absorbed on the inner beam screen surface; therefore the gas density depends
on the primary desorption and the pumping with the pumps at the extremities
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Figure 7.20 A schematic diagram of the layout for a cryosorbing vacuum chamber of length L
with a given pumping.

described by Case (b) in Eq. (6.26) and, in the case of beam screen, through the
pumping slots described by Case (a) in Eq. (6.26).

Let’s consider a uniform cryogenic vacuum chamber without or with a beam
screen with pumps with an effective pumping speed 2SP connected to it. We will
study the gas density of along a piece of vacuum chamber of length L centred at
z = 0 as shown in Figures 7.20 and 7.22.

7.3.2.1 Solution for a Short Vacuum Chamber with a Given Pressure at the
Ends
In this case the boundary conditions are

n
(
−L

2

)
= n1 and n

(L
2

)
= n2. (7.39)

The gas density is described as

Case (a) with c > 0∶ n(z) = ninf + (n1 + n2 − 2ninf )
cosh(𝜔z)

2 cosh
(
𝜔

L
2

)
+ (n2 − n1)

sinh(𝜔z)

2 sinh
(
𝜔

L
2

) ,
Case (b) with c = 0∶ n(z) =

q
2u

(
L2

4
− z2

)
+

n1 − n2

L
z +

n1 + n2

2
. (7.40)

In case the pressures at both extremes are the same, i.e. n1 = n2, the expression
for the gas density may be written as

Case (a) with c > 0∶ n(z) = ninf + (n1 − ninf )
cosh(𝜔z)

cosh
(
𝜔

L
2

) ,
Case (b) with c = 0∶ n(z) =

q
2u

(
L2

4
− z2

)
+ n1. (7.41)

It is also useful to calculate the average value of the gas density in the vacuum
chamber of length L:

Case (a) with c > 0∶ ⟨n(L)⟩ = ninf + (n1 − ninf )
2
𝜔L

tanh
(
𝜔

L
2

)
,

Case (b) with c = 0∶ ⟨n(L)⟩ = q∗

12u
L2 + n1. (7.42)
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Vacuum Chamber Without a Beam Screen
Initial gas density distribution is described by Case (a) in Eqs. (7.40) and (7.41)
with the distributed gas desorption q* = q+ q′(s)+ 𝛼Sne(s, T) and the distributed
pumping c = 𝛼S.

After reaching the quasi-static condition of the surface density s(t): F 𝜕s∕𝜕t ≈ 0,
the gas density distribution is described by Case (b) in Eqs. (7.40) and (7.41). It is
important to mention that this is exactly the same equation as used for particle
stimulated desorption at room temperature; however the vacuum conductance
is significantly lower at cryogenic temperature. Therefore the pumping at the
extremities is very reduced at cryogenic temperatures.

An example of the H2 density along a cryosorbing vacuum chamber of length
L= 4 m was calculated with the following parameters: 𝜂 = 2× 10−3 H2/photon,
Γ = 1017 photons/(s⋅m), 𝛼 = 0.1, d = 4.5 cm, T = 4.17 K, gas densities at the
extremities n1 = 1× 1014 H2/m3, and n2 = 4× 1014 H2/m3. The result of calcu-
lations is shown in Figure 7.21 with four curves:

(1) Initial the gas density (with 𝜂
′
≪𝜂), where the gas density near the mid-

dle is equal to solution for an infinity long tube n(0) = ninf t = 𝜂/𝛼S and
n1 < ninf t < n2.

(2) After some time when some gas was cryosorbed leading to 𝜂′ = 1× 10−2 H2/
photon), n(0) = ninf t = (𝜂 + 𝜂′)/𝛼S and n(0)> n2 > n1.

(3) After longer time when more gas was cryosorbed leading to 𝜂′ = 5× 10−2 H2/
photon), where n(0) = ninf t > n2 > n1.

(4) After reaching condition of the quasi-static condition on the surface:
F 𝜕s∕𝜕t ≈ 0, the density is described by parabolic equation Case (b); in this
case n(0)≪ ninf t .
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Figure 7.21 The H2 density along a cryosorbing vacuum chamber of length L with a given gas
density at the extremities.
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Figure 7.22 A schematic diagram of the layout for a cryosorbing vacuum chamber of length L
with a beam screen and with a given pumping speed at the ends.

So, even in such a short tube the gas density in a middle of tube can reach a value
which is orders of magnitudes higher than initial one, pumping at the extremes
is not efficient.

Vacuum Chamber with a Beam Screen
Initial gas density distribution is described by Case (a) in Eqs. (6.28) and (6.29)
with the distributed gas desorption q* = q+ q′(s)+ 𝛼Sne(s, T) and the distributed
pumping c = 𝛼S +C.

After reaching the quasi-static condition of the surface density s(t): F 𝜕s∕𝜕t ≈ 0,
gas density distribution is described by Case (a) in Eqs. (7.40) and (7.41) with the
distributed gas desorption q*= q and the distributed pumping c=C (Figure 7.22).

An example of the H2 density along a cryosorbing vacuum chamber of length
L= 4 m with a beam screen was calculated with the following parameters
(similar to a previous example for a simple tube): 𝜂 = 2× 10−3 H2/photon,
Γ = 1017 photons/(s⋅m), 𝛼 = 0.1, dbs = 4.5 cm, Tbs = 4.17 K, gas densities at
the extremities n1 = 1× 1014 H2/m3, and n2 = 4× 1014 H2/m3. The result of
calculations is shown in Figure 7.23 with three curves:
(1) Initial the gas density (with 𝜂′≪𝜂), where the gas density near the middle

is equal to solution for an infinity long tube n(0) = ninf bs = 𝜂/(𝛼S +C) and
n1 < ninf bs < n2.

(2) After some time when some gas was cryosorbed leading to 𝜂′ = 3× 10−3 H2/
photon, the gas density near the middle is n(0) = ninfbs = (𝜂 + 𝜂′)/(𝛼S +C) and
where n(0) = ninf bs > n2 > n1.

(3) After reaching condition of the quasi-static condition on the surface:
F 𝜕s∕𝜕t ≈ 0, the gas density near the middle is n(0) = ninfbs = 𝜂/C and
n(0) = ninf bs > n2 > n1.

So, even in such a short tube the gas density in a middle of tube with a beam
screen is insensitive to gas density at the extremes. Due to the gas cryosorption
on the inner surface of the beam screen, the gas density increase is limited by a
factor (𝛼S +C)/C.

7.3.2.2 Solution for a Short Vacuum Chamber with a Given Pumping Speed
at the Ends
In this case the boundary conditions with pumps at the two ends of pumping
speed 2Sp. The conditions at the extremities are

n(±L∕2) = ∓
dn(±L∕2)

dz
u
Sp
. (7.43)
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Figure 7.23 The H2 density along a cryosorbing vacuum chamber with a beam screen of
length L with a given pressure at the extremities.

The gas density is described as

Case (a) with c > 0∶ nt(z) = ninf

⎛⎜⎜⎜⎝1 − cosh(𝜔z)

cosh
(
𝜔

L
2

)(
1 +

√
cu

Sp
tanh

(
𝜔

L
2

))⎞⎟⎟⎟⎠ ,
Case (b) with c = 0∶ nt(z) =

q∗

2u

((L
2

)2
− z2

)
+

q∗L
2Sp

. (7.44)

It is also useful to calculate the average value of the gas density in the vacuum
chamber of length L:

Case (a) with c > 0∶ ⟨n(L)⟩ = ninf

⎛⎜⎜⎜⎝1 −
tanh

(
𝜔

L
2

)
𝜔

L
2

(
1 +

√
cu

Sp
tanh

(
𝜔

L
2

))⎞⎟⎟⎟⎠ ,
Case (b) with c = 0∶ ⟨n(L)⟩ = q

(
L2

12u
+ L

2Sp

)
. (7.45)

Vacuum Chamber Without a Beam Screen
Initial gas density distribution is described by Case (a) in Eqs. (7.44) and (7.45)
with the distributed gas desorption q* = q+ q′(s)+ 𝛼Sne(s, T) and the distributed
pumping c = 𝛼S.

After reaching the quasi-static condition of the surface density s(t): F 𝜕s∕𝜕t ≈ 0,
gas density distribution is described by Case (b) in Eqs. (7.44) and (7.45).

Vacuum Chamber with a Beam Screen
Initial gas density distribution is described by Case (a) in Eqs. (7.44) and (7.45)
with the distributed gas desorption q* = q+ q′(s)+ 𝛼Sne(s, T) and the distributed
pumping c = 𝛼S +C.
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After reaching the quasi-static condition of the surface density s(t): F 𝜕s∕𝜕t ≈ 0,
gas density distribution is described by Case (a) in Eqs. (7.44) and (7.45) with the
distributed gas desorption q* = q and the distributed pumping c = C.

7.4 Experimental Data on PSD from Cryogenic Surface

An intense study of PSD processes in a cryogenic vacuum chamber was started
in early 1990s. The interest to these processes was initiated by a vacuum design of
two cryogenic colliders: SSC in Dallas (Texas, USA) and LHC at CERN in Geneva
(Switzerland). These colliders were to be the first accelerators with SR irradiating
a cryogenic vacuum chamber:

– Γ≈ 1016 photons/(s⋅m) with 𝜀c = 284 eV in SSC arcs.
– Γ≈ 1017 photons/(s⋅m) with 𝜀c = 44 eV in LHC arcs.

Initial considerations include the following: a beam vacuum chamber is a cold
bore of superconducting magnet operating at 1.9 or 4.5 K – this is a distributed
cryopump. As it was shown in Section 7.2, the equilibrium pressures are negligi-
ble for all gases except H2 and He at 4.2–4.5 K and except He at 1.9 K. There was
an experience of operating HERA in DESY (Hamburg, Germany), demonstrating
that there is no vacuum related problem for a beam in a cryogenic vacuum system,
no pressure rise in a presence of the beam, but HERA has no SR. Thus, the initial
thought was that PSD from vacuum chamber at cryogenic temperature could be a
source of hydrogen similar to room temperature, but there were no experimental
data on PSD yields at cryogenic temperature as a function of photon dose, critical
photon energy, and wall temperature. So, the initial aim of study was to measure
the PSD yields and the amount of desorbed H2 as a function of photon dose at
chosen critical photon energy and wall temperature. Science pumping from the
ends of long cryogenic vacuum chamber is negligible; the desorbed H2 molecules
will be cryosorbed on vacuum chamber walls. When H2 surface density reaches
approximately sm = 3× 1015 H2/cm2, the corresponding equilibrium pressure at
4.2–4.5 K rapidly increases to a non-negligible value. For the machine operation
this would mean that a volumetric gas density went above the specified value,
thus the operation of the machine will be interrupted for warming up the vac-
uum chamber and pumping away of gas accumulated on vacuum chamber walls.
Time required to accumulate sm would define a machine operation time between
warming up, which should be greater than six months.

Helium equilibrium pressure could be even a greater problem, but He is not
present in PSD gases. The only source of He could be LHe used for cooling super-
conducting magnets; thus this is a cryogenic and mechanical engineering task to
build a leak-free LHe systems with a highest attention to a cold bore.

First studies were performed at the Budker Institute of Nuclear Physics in
Novosibirsk (Russia) in collaborations with both SSC Lab and CERN to study
cryogenic vacuum chamber under SR on two dedicated SR beamlines on the
VEPP-2M. The advantage of VEPP-2M was an ability to generate the same Γ and
𝜀c as either in the SSC or in the LHC. The results for primary and secondary PSD
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measurements were reported in Refs. [31–39]. Additionally, the secondary PSD
studies were reported in Refs. [44–46]. All the measurements were made with SR
critical energy of either 284 eV (SSC related studies) or 44–194 eV (LHC related
studies). Later the experiments were carried out on a facility called COLDEX at
CERN [40–43].

7.4.1 Experimental Facility for Studying PSD at Cryogenic
Temperatures

The experimental set-up for cold beam tube experiments designed and built at
BINP is shown in Figure 7.24. The main idea was to reproduce and measure the
processes in an accelerator cryogenic vacuum chamber. Thus the test vacuum
chamber was placed between two pumps (with S ≈ 1000 l/s and equipped with
gate valves, which allow to reduce an effective pumping speed by varying the
opening the valve gates), the partial pressures were measured with residual gas
analysers (RGAs) not only at the ends (P1 and P3) but also in the middle of the test
chamber (P2); collimators and phosphor screens allow the sample tube alignment
in respect to SR.

7.4.2 Discovery of Secondary PSD

The first experimental study of cryogenic vacuum chamber irradiated by SR was
performed on a facility described above with an SSC beam pipe prototype: a 32
mm inner diameter and 1-m-long stainless steel tube with a cross section shown
in Figure 7.16a, the inner surface was electrodeposited with 70 μm of copper. The
sample tube was held at 4.2 K and exposed SR with Γ≈ 1016 photons/(s⋅m) and

RGA2 +1G

LN2

LHe
Test tube

4.2 K77 K

VEPP – 2M 
e
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Cv Ch
LD1

RGA1 RGA3

LN2
LN2
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IP + TP IP + TP IP + TPLN2

LD2
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Calorimeter
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Figure 7.24 The experimental set-up for cold beam tube experiments at BINP: V1, vacuum
valve; Cv , Ch, vertical and horizontal collimators; SS, safety shutter; LD1, LD2, phosphor screens;
IGs, ion gauges; RGA, residual gas analysers; IP+TP, combined ion and Ti sublimation pumps.
Source: Baglin 2007 [36], Fig. 1. Reprinted with permission of CERN.
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𝜀c = 284 eV at the incident angle of 10 mrad. Initially the pump gate valves were
fully open providing maximum pumping speed to avoid gas condensation on the
test tube, the pressures P1 and P3 at the extremes was in the range of 10−10 Torr,
and the pressures in the middle was P2_e ≈ 8× 10−10 Torr.

Figure 7.25 shows the H2 pressure in the middle of the test tube measured
during SR irradiation (shown as Photons ‘on’) and without SR (Photons ‘off’) in
in the first experiment. When SR irradiation begins, the pressure in the middle
increased to P2_SR ≈ 1.3× 10−9 Torr. Then pressure P2 was steadily increasing
with a photon dose (unlike usually observed reduction of dynamic pressure
with a photon dose at room temperature). The H2 pressure measurements
without SR (corresponding to the equilibrium pressure of cryosorbed H2, Pe)
demonstrated much smaller pressure increase with the photon dose. At the
dose of 1.2× 1021 photons/m, the temperature of the sample tube was reduced
to 3.3 K. The result was the following: the equilibrium pressure of cryosorbed
H2, Pe, had reduced with temperature, while dynamic difference between mea-
surements with and without SR ΔP2 =P2_SR −P2_e was found to be temperature
independent in the measured range of temperatures between 3.3 and 4.2 K. Then
the tube was warmed up to 4.2 K and continue the SR irradiation. At the dose
of 1.5× 1021 photons/m, the pressure with SR reached a value P2_SR ≈ 10−8 Torr
and did not change with a photon dose further. Since the pressure difference
between the centre and the ends was approximately two orders of magnitude,
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Figure 7.25 The H2 pressure measurements in the middle of the test tube in in the first
experimental study of cryogenic vacuum chamber irradiated by SR with
Γ≈ 1016 photons/(s⋅m). The vertical dashed lines correspond to features discussed in the text.
Source: Reprinted with permission from Anashin et al. [34], Fig. 1. Copyright 1994, American
Vacuum Society.
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it was reasonable to speculate that a quasi-static condition was reached and
then the photodesorbed gas flow is equal to one pumped at the end of sample
tube. To check this, the gate vales at the pumps were partially closed, and the
pressure then increased to a new quasi-static condition with P2_SR ≈ 10−7 Torr
and P2_e ≈ 6.5× 10−8 Torr. The amount of gas cryosorbed on the sample tube
was measured at the end of experiment by warming up to 77 K. Then the sample
tube was cooled again to 4.2 K and the gas was recondensed on it, and measured
pressures with and without SR were the same as before warming up. The sample
tube was warmed up again and all released gas was pumped away, and then the
experiment was repeated with partially closed valves.

The first experiments with cryogenic vacuum chamber irradiated by SR has
demonstrated the following:

(1) The gas density inside the simple sample tube rapidly increases with a pho-
ton dose and in the case of SCC reached a maximum specified value after
2× 1021 photons/m, which is too short as corresponds to only six hours of
SSC operation.

(2) The gas density with SR can be orders of magnitude higher than equilibrium
gas density.

(3) The desorption mechanism at 4.2 K differs from one at room temperature: it
depends on amount of cryosorbed gas and does not depend on temperature
(at least in the range of temperatures between 3.3 and 4.2 K).

Since the problem of gas density growth with photon dose is clearly related the
amount of cryosorbed gas exposed to SR, the proposed solution was to make it
possible for the gas to transfer to the places where is no SR. The cryostat cold bore
was increased to ID = 41.9 mm and a liner (or a beam screen) with ID = 32 mm
was inserted as it is shown in Figure 7.16b. The liner was perforated with 600
holes of 2 mm diameter spaced 1 cm axillary and 60∘ azimuthally. A liner will be
irradiated with SR and create a shadow for the cold bore from SR. The desorbed
gas molecules can now reach the shadow after a few interactions with the liner
walls. The larger the area of holes, the fewer interactions with liner, the lower
gas density should be. The results of the exposure to SR are shown in Figure 7.26
where the constant pressures without SR have been subtracted.

Initial temperature of the cold bore and a liner was the same, Tcb =Tbs = 4.2 K.
H2 pressure steadily increased until reaching an equilibrium value of
1.5× 10−8 Torr at 6× 1020 photons/m. Alike in the previous experiment
without a liner, the pump valves were particle closed at 1.2× 1021 photons/m and
H2 pressure has increased to 3× 10−8 Torr. This pressure was the H2 isotherm
pressure of the gas cryosorbed on the bold bore and the liner.

Then the cold bore temperature was reduced reaching Tcb = 3.2 K at
1.6× 1021 photons/m, while liner temperature remains the same Tbs = 4.2 K.
The H2 pressure in the presence of SR was reduced to 1× 10−9 Torr, while the
H2 equilibrium pressure measured without SR was reduced to below sensitivity
value; CO pressure does not change. The pressure bumps at 1.6× 1021 and
3.8× 1021 photons/m corresponds to LHe Dewar refilling, causing the cold
bore temperature increase to 4.2 K. At 6.5× 1021 and 9.1× 1021 photons/m, the
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Figure 7.26 The H2 and CO pressure measurement at the centre of a liner irradiated by SR
with Γ≈ 1016 photons/(s⋅m). The vertical dashed lines correspond to features discussed in the
text. Source: Reprinted with permission from Anashin et al. [34], Fig. 2. Copyright 1994,
American Vacuum Society.

cryostat was warmed up to measure the amount of cryosorbed gas. Then the
experiment was repeated.

The results obtained in these experiments were plotted in terms of H2 gas den-
sity and are shown in Figure 7.27, where A and B are vacuum chamber without a
liner, C and D are experiments with a liner with pumping holes, and E is the SSC
beam lifetime limit [36]. In the experiments without a liner, the initial H2 gas
density is lower than the required density (E); however the gas density increases
with a photon dose and becomes higher than the required density after 2× 1020

and 4× 1020 photons/m in experiments (A) and (B), correspondingly; this is only
6 and 12 hours of the SSC operation. To the required gas density, the cryosorbed
gas should be removed by warming the beam tube. This would be very expensive
and unpractical. In the experiments with a liner (C) and (D), the initial gas density
is higher than the required gas density by a factor of 2; however the gas density
reduces with a photon dose and reaches the required density after 1.6× 1021 and
4× 1021 photons/m in experiments (C) and (D), correspondingly. This would be
a quite reasonable conditioning time for the SSC.

Similar experiments were later performed in COLDEX facility at CERN [40],
described in Section 7.5. The observations demonstrated a comparable behaviour
under SR of a liner (also called as a beam screen), held at cryogenic temperature
and produced with and without pumping holes (see Figure 7.28).
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pumping holes. Source: Baglin et al. 2000 [40], Fig. 5. Reprinted with permission of CERN.
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For a cryogenic vacuum chamber with a liner without holes, the H2 partial pres-
sure in the middle of the chamber increases with SR dose due primary PSD, gas
accumulation in the liner surface and due to the recycling effect (secondary PSD).
The pressure grows continues until the quasi-static condition is reached due to
the pumping at the extremities (see Eqs. (7.41) and (7.44) with c = 0 at z = 0). For
longer cryogenic tubes with smaller diameter, the pumping speed at the extrem-
ity would have been negligible and the pressure would continue increasing: in
term of gas dynamics model, it will be limited by reaching maximum secondary
PSD and by saturated equilibrium pressure for given wall temperature; however,
in practice, the pressure will be too high to operate the accelerator well before the
gas dynamics limit.

In the case of a liner perforated with pumping holes, the H2 partial pressure
increases due to the recycling desorption effect and reach an equilibrium defined
by the ratio of the PSD flux to the holes conductance (see Eqs. (7.41) and (7.44)
with c≠ 0 at z = 0). For very long tubes where the end pumping effect inside the
chamber is negligible, the gas density is given by Eq. (7.36).

Hence, we can conclude the following:

– Low temperature does not necessary provide good vacuum in a vacuum
chamber:
⚬ In the case of SR the gas density is rapidly grooving with an accumulated

photon dose due to accumulation of cryosorbed gas.
– The solution is in creating areas with a shadow from SR where the desorbed

gas can escape:
⚬ This can be provided by a liner with holes.
⚬ The equilibrium gas density should be below the required gas density (con-

trolled by cold bore temperature or by allying cryosorbers).

These first results of experiments with cryogenic vacuum chambers allow
proposing the model described in Section 6.3, which is used for both obtaining
experimental results and using the results for modelling future accelerators with
a cryogenic vacuum chamber.

7.4.3 Calculation of the Desorption Yields from Experimental Data

Based on this model, the PSD yields can be calculated from measured partial
pressures. Thus the formulas for simple tube are

𝜂 = 8u
L2Γ

⎛⎜⎜⎜⎝n(0) −
n
(
− L

2

)
+ n

(
L
2

)
2

⎞⎟⎟⎟⎠ for c = 0;

𝜂 = c
Γ

n(0) cosh
(
𝜔

L
2

)
−

n
(
− L

2

)
+ n

(
L
2

)
2

cosh
(
𝜔

L
2

)
− 1

for c > 0. (7.46)
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Figure 7.29 Layout of the vacuum chamber with a sample tube and bellows and pressure
readings.

Now, we have to consider that pressure measurements are performed with
RGAs placed at room temperature, TRT, while the sample tube is at cryogenic
temperature, Tt , and that there are bellows between the ends of a cryogenic sam-
ple tube and the pumping ports (see Figure 7.29).

From Eq. (7.3) one can obtain that

P2 = P(0)

√
TRT

Tt
= n(0)kB

√
TRTTt (7.47)

The boundary conditions at the ends of sample tube are a bit more complicated,
as vacuum conductance of the bellows between the ends of a cryogenic sample
tube and the pumping ports should be taken into account. The effect is propor-
tional to the ratio between the entrance conductances of the sample tube without
the bellows,

Uet =
𝜋d2v(Tt)

16
, (7.48)

and with the bellows roughly estimated using Eq. (5.9):
1

Ub
= 1

𝜋d3
b

12Lb

v(TRT) + v(Tt)
2

+ 1
𝜋d2

bv(TRT)
16

+ 1
𝜋d2v(Tt)

16

(
1 −

d2
b

d2

) , (7.49)

where db and Lb are the inside diameter and the length of bellows. Then in the
case of the BINP experiments with the bellows of db = 63 mm and L = 100 mm,
one can estimate:

Uet

Ub
= 0.016. (7.50)

Considering that negligible end effect, one can write

P1,3 = n
(
∓L

2

)
kB
√

TRTTt (7.51)
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In this case Eq. (7.46) can be written for measured pressures:

𝜂 = 8u
kBL2Γ

√
TRTTt

(
P(0) −

P1 + P2

2

)
for c = 0;

𝜂 = c
kBΓ

√
TRTTt

P(0) cosh
(
𝜔

L
2

)
− P1+P2

2

cosh
(
𝜔

L
2

)
− 1

for c > 0. (7.52)

If distributed pumping speed is not well defined and if the infinity log tube solu-
tion can be applied, then the results can be reported in a form of ratio 𝜂/𝛼:

𝜂

𝛼

=
vt

4
P(0)

kBΓ
√

TRTTt

for c > 0. (7.53)

The following work was focuses on obtaining the experimental data required
for the SCC and LHC design.

7.4.4 Primary PSD Yields

It was shown in Chapter 2 that all vacuum chamber materials contain gas
atoms that can diffuse to the surface, recombine, and desorb. As diffusion is
a temperature-dependent process, it should reduce the desorption process.
Indeed, the thermal desorption of tightly bonded molecules is below detectable
level at cryogenic temperatures.

The comparison of H2 and CO PSD yields at room temperature and 4.2 K
for the copper-laminated stainless steel was compared at 𝜀c = 284 eV (see
Figure 7.30) [32]. The PSD yields at 294 K are higher than at 4.2 K. The PSD
yields are reduced with an accumulated dose (except a short transition for CO at
4.2 K below 1× 1021 photons/s).

The PSD yields for H2, CO, CO2, and CH4 as a function of accumulated photon
dose are shown in Figure 7.31 measured at 𝜀c = 50 eV and for the LHC beam
screen prototype (copper laminated stainless steel) at T = 77 K [38].

The comparison of H2 PSD yields under different conditions are shown
in Figure 7.32. Initially the sample was exposed to SR with 𝜀c = 50 eV at
T = 4.2–10 K (varied along the beam screen) in runs #1 and #2, then at T = 77 K
in run #3, and finally the sample was exposed to SR with 𝜀c = 284 eV at T = 77 K
in run #4. Considering a scrubbing in each run, it demonstrates insignificant
difference in PSD as a function of temperature in runs #1, #2, and #3. However
PSD yield increased proportionally with critical photon energy (by a factor 6)
between runs #3 and #4.

It should be noted that if the slope of PSD as a function of dose at room temper-
ature at 𝜀c = 284 eV is a = 0.6, it lowers at cryogenic temperatures: a = 0.25–0.3 at
T = 77 K and a = 0.1–0.2 at T = 4.2 K. However, this is valid for smooth surfaces
irradiated at grazing incidence. In the experiments with sawtooth surface where
the incidence is quasi-perpendicular [41] (see Section 7.5), the slope measured at
7 K was a = 0.6.
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Figure 7.31 PSD yields at 77 K as a function of photon dose with 𝜀c = 50 eV. Source: Reprinted
with permission from Calder et al. [38], Fig. 3. Copyright 1996, American Vacuum Society.
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Figure 7.32 PSD yields various conditions: #1 and #2 with 𝜀c = 50 eV at T = 4.2–10 K, #3 with
𝜀c = 50 eV at T = 77 K, #4 with 𝜀c = 284 eV at T = 77 K. Source: Reprinted with permission from
Calder et al. [38], Fig. 5. Copyright 1996, American Vacuum Society.

7.4.5 Secondary PSD Yields

First results on the secondary PSD yields (or the PSD yields for cryosorbed gas)
were published in Ref. [32] and represented in Figure 7.33. The data are well rep-
resented with a linear fit:

𝜂
′(s) = 𝜂

′(sm)
s

sm
. (7.54)

where sm = 3× 1015 H2/cm2 and 𝜂′(sm) = 0.7 in assumption of hydrogen sticking
probability 𝛼H2

= 0.1.
To study the secondary PSD for higher surface density for different gases such

as H2, CH4, CO, and CO2, another research facility shown in Figure 7.34 was
designed and built at BINP. This set-up allows condensing these gases at 3–68 K.
In this experiment, the PSD of cryosorbed gas was calculated from accurate mea-
surements of initial amount of gas Qi before condensation on a substrate of area
A and final amount of gas Qf after SR irradiation with an accumulated pho-
ton dose D and warming up. To highlight the method applied, i.e. removal of
gas with SR, the measured value was called the average removal coefficient ⟨𝜂r⟩
[molecules/photon]:

⟨𝜂r⟩ = Qi − Qf

D
. (7.55)

The average surface coverage of condensed gas ⟨s⟩ (molecules/cm2) for each mea-
surement was defined as

⟨s⟩ = Qi + Qf

2A
. (7.56)
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Figure 7.35 Average removal coefficient as a function of the average surface coverage. Data
for H2 shown as from Refs. [3, 4] in this figure corresponds to [32, 45] in this chapter. Source:
Reprinted with permission from Anashin et al. [46], Fig. 2. Copyright 1999, Elsevier.

The results obtained with this facility as well as in earlier studies [32, 45, 46]
are shown in Figure 7.35. One can see that for maximum values of 𝜂r
for H2, CH4, and CO2 are practically the same – 𝜂r max(H2, CH4, CO2) =
0.4–0.5 molecules/photon – while maximum values of 𝜂r for CO is in orders
of magnitude lower: 𝜂r max(CO) = 0.04 molecules/photon. However, a maxi-
mum value for H2 was reached at s≈ 3× 1016 molecules/cm2, while for other gas
species at orders of magnitude higher surface coverage of s≈ 1018 molecules/cm2.

Another observation was that 𝜂r for CH4, CO, and CO2 is insensitive to the
substrate temperature variation in the range between 5.5 and 20 K.

7.4.6 Photon-Induced Molecular Cracking of Cryosorbed Gas

7.4.6.1 Experimental Measurements
Four main photodesorbed gases in a cryogenic vacuum chamber were studied:
H2, CH4, CO, and CO2, two of which (CH4 and CO2) have shown they can be
cracked by photons, 𝛾̃ , [40, 44, 46–48]. An additional amount of H2, CO, and O2
appears in a vacuum chamber due to photo-cracking of CH4 and CO2:

CH4 + 𝛾̃ → C + 2H2,

2CO2 + 𝛾̃ → 2CO + O2. (7.57)

The efficiency of photo-cracking of CH4 and CO2 is approximately 10 times
higher than recycling. In the case of irradiating of condensed CO2 with coverage
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of 8.2× 1017 molecules/cm2, the dynamic pressure is dominant by CO and O2, as
shown in Figure 7.36. In the case of irradiating of condensed CH4, the dynamic
pressure is dominant by H2 as shown in Figure 7.38.

Similar results were observed at CERN in different experimental set-ups using
not only usual gases but also isotopes. The main advantage of using isotopes was
to ensure that the photo-cracking occurs only with cryosorbed gases rather than
with gas molecules contained in the substrate. Studies were conducted at 4.2
and 77 K on thick coverages (1017 to 5× 1017 molecules/cm2) of CH4, CO2, and
their isotopes CD4 and C12O2

18 irradiated by SR at perpendicular incidence and
45.3 eV critical energy [48]. Figure 7.37 shows the partial pressure of the usual
gases together with the isotopes of CO, O2, and CO2 during the irradiation by
SR of 45.3 eV critical energy at a perpendicular incidence of 2× 1017 C13O2

18/cm2

condensed onto the stainless steel surface at 4.2 K. The arrows on the vertical axis
indicate the base partial pressure before irradiation. During irradiation, the par-
tial pressure of the usual gases (H2, CH4, H2O, CO, and CO2) remains constant
due to the primary photodesorption. But the partial pressure of C13O18, C13O2

18,
and O2

18 initially increases under the recycling and photo-cracking process and
then decreases towards zero during the cleaning process due to the removal of the
recycled molecules by the external pumping. The main gas C13O18 is produced
under C13O2

18 photo-cracking. In this experiment, the removal coefficient for
C13O2

18 equals 9× 10−3, similar to the value of Figure 7.35.
Irradiation with 194 eV critical energy at 11 mrad of a non-perforated Cu

liner held at 6 K with condensed layers of CH4 and CO2 exhibits also the
photo-cracking effect [41]. Figure 7.38 shows the CH4 photo-cracking into H2
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Figure 7.38 The dynamic pressure dependence on the photon dose for H2 and CH4 in the
experiment with an average CH4 coverage of 8× 1015 molecules/cm2. Source: Baglin et al.
2002 [41], Fig. 5. Reprinted with permission of CERN.

when 8× 1015 CH4/cm2 is condensed on the surface prior SR irradiation. The
H2 is the main component. Under irradiation, CH4 is photo-cracked into H2,
thereby decreasing the CH4 partial pressure. Doing so, the H2 surface coverage
increases with time together with the secondary desorption (see Figures 7.33
and 7.34) and thus the H2 partial pressure increases during the irradiation.
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7.4.6.2 How to Include Cracking into the Model
To incorporate the cracking physical processes into the gas dynamics model,
we introduce the parameter 𝜒 i(sj), which is the efficiency of producing type
i molecules by cracking of the type j parent molecules, and the parameter
𝜅 j→ i+ n(sj), which is the cracking efficiency of type j molecules into type i and
type n. The two quantities 𝜒 and 𝜅 are connected through the relation: by

𝜒i(sj) = ai,j 𝜅j→i+n(sj), (7.58)

involving the efficiency coefficients ai,j.
Then the balance equations for each individual gas species, i, can be written for

the infinity long vacuum chamber as

V
dni

dt
= (𝜂i + 𝜂′i + 𝜒i)Γ − 𝛼iSi(ni − ne i) − Cini, (7.59)

A
dsi

dt
= 𝛼iSi(ni − ne i) − (𝜂′i + 𝜅i→k+m)Γ. (7.60)

Similar to analysis in other parts of this book, a rather slow evolution over many
hours and even months of photon irradiation is in a consideration. Thus the fol-
lowing approximations for a ‘quasi-static’ vacuum system have been made:

dni

dt
≈ 0 and

dsi

dt
≠ 0. (7.61)

The parameters 𝜂′, 𝜒 , 𝜅, and ne depend on the surface coverage; thus the
gas density will slowly evolve during the exposure to SR and accumulation of
cryosorbed gas on the surface. Furthermore, the different cryosorbed species are
transformed from one type into another due to the cracking process and their
partial pressures become mutually interdependent.

A Cold Bore Without a Beam Screen
The gas density for each gas species is given by

ni ≈
(𝜂i + 𝜂′i (si) + 𝜒i(sj))Γ

𝛼iSi
+ ne i. (7.62)

The slowly changing surface density of the cryosorbed molecules, s(t), can be
computed starting from the initial value si(0) as

si(t) = si(0) +
1
A ∫

t

t=0
(𝜂i + 𝜒i(sj) − 𝜅i(si))Γdt (7.63)

To estimate how including of cracking can affect the maximum gas density in
the beam pipe, we can assume that 𝜂′, 𝜒 , 𝜅 increase with surface coverage until
they reach their respective maximum values 𝜂max, 𝜅max, and 𝜒max [34, 44, 46, 47].
Then in a general case the gas density would have an upper bound:

ni ≤

(
𝜂i + 𝜂′imax(si) +

∑
j≠i
𝜒imax(sj)

)
Γ

𝛼iSi
+ ne i(si). (7.64)

A more constraint estimate can be made when there is no pre-condensed gas at
the beginning of the SR irradiation. In this case the rate of cracking of molecules
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can never exceed the primary production rate: 𝜅 j→ i+ k = ai, j 𝜒 i(sj)≤ 𝜂j. From this
condition follows

ni ≤

(
𝜂i + 𝜂′imax +

∑
j≠i

𝜂j

ai,j

)
Γ

𝛼iSi
+ ne i. (7.65)

A Cold Bore with a Beam Screen
The gas density for each gas species is given by

ni =
(𝜂i + 𝜂′i + 𝜒i)Γ + 𝛼iSine i

𝛼iSi + Ci
(7.66)

In this case, the gas density and the surface density on the beam screen will
always be limited by the distributed pumping C of the holes/slots in the beam
screen. The surface density of the cryosorbed molecules on the beam screen can
be computed with the expression:

si(t) = si(0) +
1
A ∫

t

t=0
[(𝜂i + 𝜒i(si) − 𝜅i(sj))Γ − Cini]dt. (7.67)

Under conditions where the thermal equilibrium density ne can be neglected, the
slowly varying gas density can be expressed as

ni(t) =
(𝜂i + 𝜒i − 𝜅i)Γ

Ci
− A

Ci

dsi

dt
. (7.68)

When the surface coverage has reached a condition dsi/dt = 0 and a constant
value, which in turn implies a constant gas density independent of the wall pump-
ing speed, the gas density is

ni =
(𝜂i + 𝜒i − 𝜅i)Γ

Ci
. (7.69)

Since, the gas density has an upper limit

ni ≤

(
𝜂i +

∑
j≠i

𝜂j

ai,j

)
Γ

Ci
. (7.70)

7.4.6.3 Example
The evolution of the gas density in the LHC vacuum system with a cold bore at
1.9 K and a beam screen at 5 K has is shown in Figure 7.39 [47]. The H2 density
increases to its maximum value after 1020 photons/m (about 15–20 minutes of
LHC operation) and decreases for further irradiation. The initial increase is due
to the finite pumping capacity of the beam screen. The maximum values of gas
density n, surface coverage s, and secondary desorption yield 𝜂′ were reached
when a condition dsi/dt = 0 was satisfied.

The CH4 and CO2 gas densities are at their maximum at the start of irradia-
tion and decreases as a function of accumulated dose due to photon scrubbing.
The surface coverage is limited by cracking and the recycling of these gases is
negligible.
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Figure 7.39 Gas density n, surface coverage s, and secondary desorption yield 𝜂′ for H2, CH4,
CO, O2, and CO2 as a function of the accumulated photon dose in the LHC with a beam screen
at 5 K. Hydrogen-equivalent gas density is labelled as Total. Source: Anashin et al. 2001 [47].
Replotted with permission of Elsevier.
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The CO density initially decreases due to the photon scrubbing of the surface.
However, from a photon dose of about 1022 photons/m, it increases again because
of the additional contribution from CO2 cracking, which increases the surface
coverage s and results in a higher secondary desorption yield 𝜂′. Nevertheless,
since the CO secondary desorption yield remains relatively low up to a rather high
surface coverage of many 1000 ML, the gas density does not reach a saturation
level even at an accumulated photon dose of 1024 photons/m (which corresponds
to approximately four months of LHC operation).

Total hydrogen-equivalent gas density is shown in Figure 7.39 and labelled as
Total. In the beginning of irradiation, the CO gas density is significant in the total
hydrogen-equivalent gas density. At higher photon doses (1020–1023 photons/m),
the total gas density is practically dominated to hydrogen gas density; however
CO contribution increases ∼50% to at 1023 photons/m.

Another interesting result is the presence of oxygen in gas density spectrum,
which is very unusual for room temperature machines.

7.4.7 Temperature of Desorbed Gas

In the gas dynamics calculation, the temperature of gas is one of the key param-
eters. The temperature of gas is often considered the same as wall temperature.
This is correct for a vacuum chamber with all the walls at the same temperature
Tw and with a gas in equilibrium state. In some cases it could be considered cor-
rect: for example, in a long vacuum chamber (i.e. with d/L≪ 1) with temperature
transition at the ends. However, it is not obvious what is a gas temperature in a
cryogenic vacuum chamber irradiated by SR. Let us consider that molecules are
desorbed with temperature Td, which is higher than the wall temperature Tw: i.e.
Td >Tw.

Heat transfer in a gas–wall interaction is described with the thermal accom-
modation coefficient defined as follows:

𝜓(Ta,Tw) =
Ta − Tb

Ta − Tw
(7.71)

where Ta and Tb is a temperature of a molecule before and after an interaction
with a wall. After each interactions with walls the gas temperature is

Tb = Ta + (Tw − Ta)𝜓(Ta,Tw). (7.72)

Thus, the temperature of gas molecules can be calculated after each infraction
with a wall when the thermal accommodation coefficient 𝜓(Ta, Tw) is known in
the temperature range Tw ≤Ta ≤ Td.

If we consider the thermal accommodation coefficient is a constant, then using
Eq. (7.72), one can write

Tb − Tw = (Ta − Tw)(1 − 𝜓). (7.73)

Thus, after N gas–wall interactions, the gas temperature can be calculated from
TN − Tw

Tg − Tw
= (1 − 𝜓)N (7.74)
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Figure 7.40 The normalised temperature of gas molecules as a function of a number of
molecule collisions with the wall for various thermal accommodation coefficients: 0.01, 0.03,
0.1, 0.2 0.4, 0.6, 0.8, and 0.9.

The normalised temperature of gas molecules, (TN −Tw)/(Tg −Tw), is shown in
Figure 7.40 as a function of a number of interactions with the walls for the thermal
accommodation coefficients in the range: 0.01≤𝜓 ≤ 0.9. One can see that the
smaller the accommodation coefficient, the more gas–wall interactions required
for thermalisation of molecules.

In general, the thermal accommodation coefficient, 𝜓(Ta, Tw), depends not
only on temperatures of an incident molecule and a wall but also on gas species,
incident angle, wall surface material, and structure (smooth, rough, porous)
[49–52]. Unfortunately, there are not many data available, but for this section it
is sufficient to know the following:

– For industrial metal surfaces the thermal accommodation coefficient could
vary in the range from 0.01 to 1.

– The thermal accommodation coefficient for light gas species (H2 and He) are
lower whang or heavier species. Therefore, they may require a more interac-
tions with vacuum chamber walls for a full temperature accommodation.

– The accommodation coefficient for heavier gas species can be considered equal
to 1: i.e. gas molecules are fully thermalised after one collision with vacuum
chamber walls.

On another side, the sticking probability defines a number of gas–wall interac-
tion before the molecule is cryosorbed:

– The H2 sticking probability at T = 4.2 K lies in the range 0.1≤ 𝛼 ≤ 0.5, if an
initial temperature of photodesorbed molecules is high: Td >Tw. Then at
each collision, some molecules are cryosorbed, while others are partially
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thermalised. Since a fraction of gas molecules, which are just desorbed, could
be significant (10–50%), other molecules could be not fully thermalised,
the average temperature of these molecules could be higher than the wall
temperature.

– The sticking probabilities for heavier gas species are higher: in the range
0.5≤ 𝛼 ≤ 1. In case of 𝛼 = 1, the temperature of gas is equal to Td. Thus, the
average temperature of heavy gas species could also be higher.

To study how much the average temperature of gas could be higher than the
vacuum chamber wall temperature, the facility at BINP (Novosibirsk, Russia)
shown Figure 7.24 has been updated to measure the gas density inside the sample
tube using an effect of charge exchange of 20 keV H+ beam with gas molecules
(see Figure 7.41) [35, 37]. The gas density measurements are based on two pro-
cesses:

H+ + A0 = H0 + A+
,

H+ + A0 = H− + A++
. (7.75)

The cross section values of these processes is known and the amounts of H0 and
H− are proportional to the gas density. The H+ beam is measured with a Faraday
Cup, while H0 and H− beams can be measured with secondary electron multipli-
ers: SEM1 and SEM2. The four-pole superconducting magnet (SM) installed at
the middle of the sample tube allows to separate and measure the intensity of H0

and H− created on the 20-cm-long section in the middle of the sample tube (see
Figure 7.42).
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Figure 7.41 The experimental set-up for direct measurements of gas density inside a 4.2 K
beam tube by the H+ beam method at BINP: M1–M3, bending magnets; Q1–Q5, quadrupoles;
C1–C4, correctors; SM, superconducting magnet; FC, Faraday cup; SEM1 and SEM2, secondary
electron multipliers; V1, vacuum valve; Cv , Ch, vertical and horizontal collimators; SS, safety
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combined ion and Ti sublimation pumps. Source: Adapted from Alinovsky et al. 1994 [37].
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Figure 7.42 Illustration of secondary particle beam separation inside the sample tube with
the help of superconducting magnet poles SM1–SM4. Source: Adapted from Alinovsky et al.
1994 [37].

The results obtained in the experiments allow to conclude that average speed
of H2 molecules during SR irradiation of sample tube held at 4.2 K with photon
critical energy of 𝜀c = 284 eV and intensity of Γ = 1016 photons/(s⋅m) is equal to
800± 150 m/s and corresponds to an effective temperature of 60± 20 K.

This result demonstrates that from one side the calculations of PSD yields
from the cryogenic experiments could be underestimated due to the difference
between gas and vacuum chamber wall temperature. From another side, the
same effect results in overestimating the gas density in calculation for future
machines. However, if the vacuum chamber prototypes were tested under the
conditions similar to the future machine, and these results are used for gas
dynamics modelling, the possible gas temperature errors in the measurements
and modelling will cancel each other; thus this is the safest way to avoid such a
mistake.

7.5 In-Depth Studies with COLDEX

In the framework of the LHC construction, in-depth studies of PSD on beam
tube held at cryogenic temperature were conducted at CERN with the COLD
bore Experiment (COLDEX) [40–43] that is an advanced version of the facility
shown in Figure 7.24.

7.5.1 COLDEX Experimental Facility

The COLDEX experimental facility was installed and operated either in one SR
beamline (Synchrotron Light Facility 92) of the Electron Positron Accumulator
(EPA) or in the EPA storage ring itself (Figure 7.43) [53]. EPA is a part of the
Large Electron Positron pre-injector complex. When EPA is operated with
electron beam with energies from 200 to 600 MeV, it could generate SR in the
UV range with critical energy from 12 to 335 eV. Although, when operated
at 308 MeV, EPA generated an SR with critical energy of 45.3 eV very similar
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(a) (b)

Figure 7.43 COLDEX installed in a SR beam line (a) and in the EPA ring (b).

to that of LHC, the machine was, most of the time, operated at its nominal
energy of 500 MeV with corresponding critical energy of 194 eV and a photon
flux of ∼3.4× 1016 photons/(m⋅s), i.e. 1/3 of the LHC photon flux. The SR light
impinged the tested tube at a grazing angle of 11± 2.7 mrad over the length
of 2112 mm (see Figure 7.44). The light source was located at 4.34 m from the
middle of the 2.8-m-long COLDEX cryostat. The SR fan dimension was defined
by a fixed collimator of 7.5 mm× 11 mm horizontal and vertical aperture, with
5.3 mrad× 7.8 mrad opening angle. The radiation low energy cut-off, set by the
collimator vertical opening, equalled 4.2 eV, below which the photon energy
spectrum is attenuated. Thus 66% of the photon energy spectrum was not
attenuated by the vertical collimation. The beam size dimension in the middle
of the COLDEX cryostat was 23.0 mm× 33.8 mm in the horizontal and vertical
planes. The total and partial pressure were monitored in the centre and at the
extremities of the apparatus. A combination of ion and Ti sublimation pumps
was installed at each extremity of the COLDEX cryostat. To measure the gas flux
from/to the test chamber, the conductances of 72 l/s (in nitrogen equivalent)
were installed on both upstream and downstream sides to the COLDEX cryostat.

The large cold bore (113 mm) of the COLDEX allows an easy exchange of the
tested beam tubes with 47 mm inner diameter and 2232 mm length. The cold bore
is a part of LHe cryostat which can be filled with liquid helium, its temperature
can be controlled from 2.5 to 4.2 K (below 3 K, the saturated vapour pressure of
hydrogen is negligible, <10−10 mbar). The beam screen is cooled with gaseous
helium circulating inside cooling channels brazed on each side of it. The beam
screen temperature can be controlled from 5 to ∼150 K. It is monitored with
three calibrated temperature sensors. Two port were produced in the middle of
the beam screen (Figure 7.45). The warm chimney allows the collected molecules
desorbed from the cold surface to be measured at room temperature with BA4
and RGA3 total pressure and partial pressure gauges. An extractor gauge is also
placed in the centre of the beam screen to measure the desorbed molecules. This
gauge operates at ∼90 K. The distance between the warm chimney, the extractor
gauge shield, and the two beam screen ports is set to 1 mm by design to opti-
mise the collection of the desorbed molecules. Known quantities of gas can be
admitted into the system via a leak valve. The cryostat can be isolated from the
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Figure 7.45 (a) Picture and (b) drawing of the centre of the beam screen and cryostat
assembly.

external pumping system with two sector valves to study adsorption isotherms
and gas propagation.

During the LHC design phase, the following beam screens where tested at the
SR facility until December 2001:

– A stainless steel liner without holes.
– A Cu liner without holes.
– A perforated Cu beam screen with 1% transparency.
– A perforated Cu beam screen equipped with cryosorber (activated charcoal).
– A perforated Cu-co-laminated beam screen with a sawtooth structure, i.e. an

LHC-like beam screen.

Then the COLDEX facility has then re-installed in a bypass of the CERN Super
Proton Synchrotron (SPS) ring to study the interaction of the electron cloud with
cryogenic walls (see Chapter 8).

7.5.2 PSD of Cu as a Function of Temperature

As shown previously, when the end pumping effect inside the chamber is neg-
ligible, the primary PSD yield can be measured with a perforated beam screen
using Eq. (7.36). For the temperature dependence study, the COLDEX cryostat
was equipped with a perforated Oxygen Free Electronic Grade (OFE) Cu beam
screen [42]. The beam screen was perforated with 264 holes of 4 mm diameter
each equally distributed over the full length and representing 1% of its surface
area. The equivalent pumping speed of the holes, taking into account the Clausing
factor, equals 122 l/(s⋅m) for air at room temperature.

To minimise the cleaning effect under photon bombardment during the
measurement at each temperature, the beam tube was pre-exposed to a dose of



7.5 In-Depth Studies with COLDEX 325

1.E–02

1.E–03

1.E–04

1.E–05

1.E–06

1.0E–02

1.0E–03

1.0E–04

1.0E–05

1.0E–06

P
rim

ar
y 

ph
ot

od
es

or
pt

io
n 

yi
el

d 
[m

ol
ec

ul
es

/p
ho

to
n]

0 50 100 150 200 250 300 350

H2
CO
CO2
CH4

Figure 7.46 Primary PSD for an OFE copper BS irradiated with 194 eV critical energy SR after
an accumulated dose of 3× 1022 photons/m. Source: Reprinted with permission from Baglin
et al. [42], Fig. 2. Copyright 2002, Elsevier.

3× 1022 photons/m. At cryogenic temperature (<80 K), the primary PSD yield, 𝜂,
is dominated by H2 (𝜂H2

= 2× 10−4 H2/photon) being about 1 order of magnitude
larger than CO, CO2, and CH4 (Figure 7.46). The observed reduction from room
temperature to cryogenic temperature is about 1 order of magnitude far all the
gases except methane. The straight lines are an upper limit of the primary PSD
yields of CO, CO2, and CH4.

The sticking probability, 𝛼, can be measured under SR by combining Eqs.
(7.32) and (7.36). Below 20 K, the sticking probability of an OFE Cu ‘bare surface’
(<1014 molecules/cm2), i.e. in physisorption regime, lies in the range 0.01–0.1
(Figure 7.47). Carbon dioxide has the largest sticking probability (𝛼 = 0.1–0.2)
and can be physisorbed up to ∼100 K with 𝛼 = 0.01. In other words, at 100 K, the
beam screen surface pumping speed is equivalent to the perforations pumping
speed. Methane, carbon monoxide, and hydrogen are physisorbed with 𝛼 > 0.01
up to 60, 40, and 20 K, respectively.

7.5.3 Secondary PSD Yields

The secondary PSD yield, 𝜂′, can be measured with a non-perforated liner (C = 0)
under SR by using Eq. (7.29). For this purpose, gas was pre-condensed onto the
non-perforated liner before SR irradiation. Known amount of gas were injected
with the non-perforated liner held at 5 K and the isolation valves closed. The tem-
perature of the non-perforated liner was increased till the pressure at BA3, BA4,
and BA5 reached a few 10−5 mbar, allowing a complete redistribution of the gas
along the tube. Then, the temperature was slowly decreased to 5 K while keeping
the same pressure across the gauges. Tables 7.5 and 7.6 give the secondary PSD
yields of some gases condensed on the OFE Cu held at 5 K when irradiated with
194 eV critical energy SR.
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Figure 7.47 Sticking probabilities for an OFE copper BS irradiated with 194 eV critical energy
SR after an accumulated dose of 3× 1022 photons/m. Source: Reprinted with permission from
Baglin et al. [42], Fig. 3. Copyright 2002, Elsevier.

Table 7.5 Hydrogen secondary PSD yields over sticking
probability at two surface coverages, s1 and s2, when
irradiated with 194 eV critical energy SR.

Surface coverage s1 s2

s [H2/cm2] 1.6× 1015 3.2× 1015

𝜂′H2
∕𝛼 [H2/photon] 0.7 3.3

Table 7.6 Secondary PSD yields over sticking probability of some common
gases at a surface coverage of 8.5× 1015 molecules/cm2 when irradiated
with 194 eV critical energy SR.

Gas CH4 CO N2 CO2

𝜂
′/𝛼 [molecules/photon] 8× 10−3 3× 10−2 3× 10−2 1× 10−3

7.5.4 PSD of a BS with Sawtooth for Lowering Photon Reflectivity
and PEY

Most of the modern storage rings are prone to electron cloud build-up; thus the
accelerator’s vacuum systems require a specific design to cope with the potential
detrimental effects associated with this electron cloud build-up (see Chapter 8).
The LHC vacuum system was also designed in this perspective [54]. In the LHC,
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Figure 7.48 Cu-co-laminated stainless sawtooth beam screen irradiated with 194 eV critical
energy SR. Source: Baglin et al. 2002 [41], Fig. 1. Reprinted with permission of CERN.

the SR is intercepted on the vacuum chamber at a perpendicular incidence by a
sawtooth structure (see Figure 3.4) for lowering the photon reflectivity and the
photoelectron yield (PEY).

Figure 7.48 shows the partial pressure behaviour of an LHC-like beam screen
(of 1% transparency) as a function of photon dose when irradiated with 194 eV
critical energy SR [41]. During the complete study, the cold bore was held at
2.7 K for which the saturated vapour pressure of all the gases, except He, is well
below 10−12 mbar. At the start of the irradiation, the H2 partial pressure increases
due to the secondary PSD from 2× 10−10 Torr up to a quasi-equilibrium at
1.3× 10−9 Torr. Then, it decreases due to the cleaning effect induced by the SR.
This behaviour corresponds to the one computed for Figure 7.18. At a dose of
5× 1021 photons/m, the BS was warmed up to 40 K to flush all the gas, except
CO2, toward the cold bore. With the BS at 7 K, SR was resumed showing again
the effect of the secondary PSD. At a dose of 2.1× 1022 photons/m, irradiation
was stopped and the BS temperature was raised to 17.1 K. When resuming
irradiation, a vacuum transient due to the excess of gas on the BS surface was
seen (see Section 7.5.5). Along the SR irradiation, all the partial pressures, except
CO, decrease with time. The origin is attributed to the photo-cracking of CO2
into CO (see Figure 7.39).

The primary and secondary PSD yields and the conditioning rate were mea-
sured from the above data and are shown in Table 7.7. The primary and secondary
PSD yields are given in Table 7.7 at a dose of 1022 photons/m. The primary PSD
yield reduces with photon dose D with a conditioning rate, a, which was obtained
with commonly used formula in relation to the initial primary PSD yield 𝜂0 at the
photon dose D0:

𝜂(D) = 𝜂0

(
D
D0

)−a

(7.76)
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Table 7.7 Primary and secondary PSD yields and conditioning rate of a
Cu-co-laminated stainless steel sawtooth beam screen when irradiated with
194 eV critical energy SR.

H2 CH4 CO CO2

𝜂 2× 10−4
<6× 10−6

<3× 10−5
<2× 10−5

(𝜂 + 𝜂′)/𝛼 2× 10−2 6× 10−4 3× 10−3 2× 10−3

a 0.6 0.6 0.2 0.8

Source: Baglin et al. 2002 [41]. Reproduced with permission of CERN.

Due to the low conditioning rate and low primary PSD yield, more than 10 years
of LHC operation with design parameter is required to desorb a total of 100 ML
of gas.

7.5.5 Vacuum Transient

When operating with a perforated beam screen, the initial gas density inside a
beam screen without an absorbed gas is described with Eq. (7.33). With accu-
mulation of cryosorbed gas, it can be described with Eq. (7.34) and then (when
a quasi-equilibrium state is reached, i.e. F ds∕dt ≈ 0) the gas density given by
Eq. (7.36). The surface coverage is described with Eq. (7.35), it is increasing when
𝜂Γ>Cn (i.e. more gas primary desorbed than removed through the beam screen
pumping holes), and a quasi-equilibrium state corresponds to 𝜂Γ = Cn (surface
coverage does not change).

This is illustrated in Figure 7.18 and Figure 7.19 where gas is adsorbed on the
beam screen surface until an accumulated photon dose of ∼1020 photons/m.
Above this dose, the effective pumping speed of the surface equals zero, and
the gas decrease corresponds to reduction of primary PSD yield due to the SR
conditioning (scrubbing) effect. From another side, the reduction of primary
PSD means that more gas removed through the beam screen pumping holes
than primary desorbed, i.e. 𝜂Γ−Cn< 0, and the access gas is flushed away
towards the cold bore surface until the quasi-static condition of surface coverage
is reached again; therefore, the surface coverage decreases together with primary
PSD yield.

The H2 vacuum transient effect was demonstrated in two consequent exper-
iments shown in Figure 7.49. In these experiments the OFE beam screen held
at 5 K was exposed to SR. The first experiment started with a bare surface (i.e.
no cryosorbed gas) of OFE beam screen, while prior to irradiation in the sec-
ond experiment, the beam screen was covered with approximately a monolayer
of H2 (3.2× 1015 H2/cm2) [55]. When no H2 is condensed on the beam screen,
the pressure increases due to the secondary PSD. After five hours of irradiation,
a quasi-equilibrium was reached at ∼3× 10−10 Torr: i.e. the primary PSD is bal-
anced by the pumping speed through the holes. In the second experiment with
a monolayer of H2 condensed on the beam screen, at the beginning of SR irra-
diation the pressure increases steeply to 3× 10−8 Torr due to the secondary PSD.
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Figure 7.49 Observed and simulated H2 vacuum transients of a bare and a monolayer covered
OFE Cu beam screen surface during irradiation with SR of 194 eV critical energy. Source:
Reprinted with permission from Sharipov and Moldover [51], Fig. 3. Copyright 2016, CERN.

During the following few hours of irradiation, the gas was slowly flushed though
the pumping holes towards the cold bore until the quasi-equilibrium pressure
is reached. This vacuum transient can be simulated using Eqs. (7.34) and (7.35)
with 𝜂 = 3× 10−4 H2/photon, 𝜂′ = 0.5 H2/(photon ML) and 𝛼 = 0.5. The simulated
pressure and gas coverage shown in Figure 7.49 reach a quasi-equilibrium after
more than 15 hours of irradiation.

In order to avoid vacuum transient in the LHC, the beam screen surface must
remain free of physisorbed/condensed molecules. For this reason, an appropriate
scenario decoupling the beam screen and cold bore cool down was set. Moreover,
in the event an excess of gas is physisorbed or condensed on the inner surface of
the LHC beam screen, e.g. following a magnet quench, beam screen heaters allow
warming up the beam screen up to ∼80 K to flush the gas from the beam screen
towards the cold bore before operation with beams [51].

That vacuum transients have been observed due to an excess of surface cov-
erage and SR irradiation. However, when designing vacuum system operating at
cryogenic temperature, one should bear in mind that other sources of stimulated
desorption (electron cloud, ion bombardment, particle losses) can also lead to
vacuum transients.

7.5.6 Temperature Oscillations

Another type of vacuum transient can occur even in the absence of stimulated
desorption. Indeed, temperature oscillations of a cryogenic surface might lead to
pressure excursions. Depending on the nature of the substrate, the nature of the
gas, the surface coverage, and the temperature range, the vapour pressure might
become non-negligible and alter the performance of an accelerator.
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Figure 7.50 Temperature oscillations after accumulation of 2.3× 1022 photons/m. Source:
Baglin et al. 2002 [41], Fig. 2. Reprinted with permission of CERN.

Figure 7.50 shows the H2 and CO pressures during temperature oscilla-
tion in the range between 15 and 35 K after an accumulated photon dose of
2.3× 1022 photons/m [41]. Around 20 and 25 K, H2, and CO, accumulated
during the SR irradiation, are desorbed from the cryogenic surface. The pressure
reaches ∼10−8 Torr. In the CO case, the reached level of pressure was above the
LHC design pressure (∼10−9 Torr) (see Section 7.2.5 and Figure 7.14). For this
reason, during operation, the temperature of the LHC beam screen shall remain
below 25 K.

The impact of temperature oscillations on the machine operation might
be acceptable for some gas since their presence in the beam screen volume
is reduced by the large secondary desorption yield, which flushes away the
molecules towards the cold bore. However, gas with low secondary desorption
yield remains for a longer period in the beam screen volume.

Figure 7.51 shows the H2 and CO vacuum levels during SR irradiation when
8.5× 1015 CO/cm2 are condensed onto the beam screen [41]. During daily oper-
ation, such surface coverage on the beam screen might be the result of a magnet
quench. Although the secondary desorption yield of CO is low, the level of pres-
sure remains above the LHC design pressure (10−9 mbar) for several hours. When
temperature oscillations up to 25 K occurs, the vapour pressure adds up to the
molecular stimulated desorption, increasing further the vacuum level approach-
ing the magnet quench limit (2.5× 10−7 mbar).

Such vacuum transient is avoided by a careful control of the cooling scheme. In
the LHC, a feedforward control loop taking into account the impact of the proton
beams (impedance increase during the machine filling, heat load due to electron
cloud) is applied.
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Figure 7.51 Temperature oscillations when 8.5× 1015 CO/cm2 are condensed on the BS.
Source: Baglin et al. 2002 [41], Fig. 4. Reprinted with permission of CERN.

7.6 Cryosorbers for the Beam Screen at 4.5 K

The accelerator vacuum chamber is cold usually when it is inserted into a super-
conducting magnet, which operates at either 1.9 or 4.2 K. At 1.9 K equilibrium gas
density of all gases (except He) is negligible; thus sorption capacity is sufficient to
operate for years. In contrast, at 4.2 K the H2 equilibrium gas density is too high
for coverages greater than ∼3× 1015 H2/cm2; see hydrogen adsorption isotherm
at 4.2 K for stainless steel and copper shown in Figure 7.52 [56]. Thus hydrogen
surface density should be kept below a monolayer. Ti–Zr–V non-evaporable get-
ter (NEG) coating has a columnar structure, which allows to increase the surface
area, and after activation the binding energy is higher. However the net effect on
cryosorption capacity is still within a factor of 2.

BET adsorption isotherms (see Section 7.2) are often used to measure the
roughness factor of a material. For this purpose, Xe adsorption isotherms are
measured at 77 K (see Figure 7.53) [57]. As an inert gas, Xe can only be adsorbed
on a surface by physisorption. Since the saturated vapour pressure of a gas
molecule is due to the adsorption/desorption mechanism on the liquid/solid
phase of the same molecule, the appearance of the saturated vapour pressure
in an isotherm is proportional to the surface capacity, hence the roughness of
the material. Metallic surfaces, which are smooth, have a surface capacity of
∼1015 Xe/cm2 before reaching the saturated vapour pressure of Xe (3× 10−3 Torr
at 300 K). Other material such as, e.g. an NEG strip or sealed and unsealed
anodised Al have a surface capacity up to ∼3× 1017 Xe/cm2.

The roughness factor, R, of a material can be derived from the BET
multi-monolayer theory. As explained in Section 7.2, a plot of the above
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isotherm in the so-called BET coordinates [P/P0, P/(s (P0 −P)] in the range P/P0
[0.01, 0.3] yield a straight line, whose slope is inversely proportional to the BET
monolayer sm (see Eq. (7.11)):

P
s(P0 − P)

= 1
𝛼BETsm

+
𝛼BET − 1
𝛼BETsm

P
P0

≅ 1
𝛼BETsm

+ 1
sm

P
P0

(7.77)

where 𝛼 is a dimensionless parameter.
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Table 7.8 Roughness factor of some common material in unbaked and
baked states.

Technical surface Unbaked Baked at 150 ∘C

Copper Cu-DHPa) acid etched 1.4 1.9
Stainless steel 304L vacuum fired 1.5 1.5 (at 300 ∘C)
Aluminium degreased 3.5 3.5
Sealed anodised aluminium at 12 V 24.9 —
Unsealed anodised aluminium at 12 V 537.5 556.0
NEG St 707 70.3 156.3

a) Cu-DHP (also called C12200) is a 99.9% pure Cu deoxidised with
phosphorus, leaving relatively high residual phosphorus content.

Knowing the surface area of the molecule, A = 25 Å2 for Xe, the roughness
factor, R, which is the ratio of the real surface, Ar , to the geometrical surface Ag ,
is given by

R =
Ar

Ag
=

Asm

Ag
(7.78)

Table 7.8 give the roughness factor of some common material in unbaked and
baked states. Metallic surfaces have a roughness factor of a few units; it can be
increased up to a few hundred for specially treated surfaces.

The natural choice for the cryogenic system is using the cryosorbers. These
cryosorbers should meet a number of criteria:

– Its sorption capacity should be sufficient for accelerator operation for at least
a few months (preferably years).

– It should not produce particulates (it should be dust free).
– It should be easy to install in a confined space between a beam screen and a

cold bore and attach to either.
– It should be maintenance free.
– It should have a lifetime of the accelerator or greater.

The following are a few materials that were considered in the application for
the LHC.

7.6.1 Carbon-Based Adsorbers

7.6.1.1 Activated Charcoal
Activated charcoal is a well-known cryosorber and has quite a high adsorption
capacity. This is due to a high bound energy of carbon and technologies allow-
ing to produce high porosity materials in various forms such as globules, powder,
particles, and granules. Activated charcoal is widely used for cryopumps [58, 59]
and has huge pumping capacity even at 20 K, but can be used as a cryosorber
up to 33 K [43, 60]. One of the advantages of activated charcoal that it can also
pumps He [61], which may appear in a cryogenic vacuum chamber through micro
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cracks, especially for the systems operation with superfluid He at 1.9 K. How-
ever, when large cryopumping capacity required in space-constrained area such
as interconnect or beam screen of colliders [50, 62, 63], the activated charcoal has
some disadvantages: the grain size might be too large for the available space, it is
difficult to attach to surfaces and to provide sufficient thermal contact, and finally
it is a source of dust that can lead to unidentified falling object (UFO) problem in
particle accelerator [64]. Furthermore, using a glue to fix charcoal inside the vac-
uum chamber could lead to presence of high mass organic molecules, the most
unwanted species in the ultrahigh vacuum (UHV) accelerator vacuum chamber.
Thus, in spite of excellent pumping properties, the activated charcoal should be
used with a great caution.

Pros:
– Huge pumping capacity.
– Wide range operation temperatures (up to 33 K).

Cons:
– Difficult to attach without using a glue.
– Produces dust particles.

7.6.1.2 Carbon Fibre
A new carbon fibre material was used for a first time on the LHC beam screens
placed inside the magnets operating at 4.5 K [65, 66]. This woven material
manufactured fibre was developed at the Institute of Solid State Chemistry and
Mechanochemistry SB RAS (Novosibirsk, Russia). As shown in Figure 7.54, the
∼1 mm diameter carbon fibre wires are weaved together. The fibres are ∼10 μm
diameter with pores from 50 to 500 nm diameter. These pores represent about
15% of the total surfaces. Molecules are trapped within these pores providing
pumping speed and adsorption capacity.

Figure 7.55 shows the H2 adsorption isotherm and the sticking probability of
the carbon fibre in the 6–30 K temperature range [62]. The saturated vapour
pressure is reached for surface coverage larger than 1020 H2/cm2. The capacity,
defined here as the maximum acceptable pressure, i.e. 10−8 Torr corresponding to

(a) (b)

Figure 7.54 Electronic microscope photographs of a carbon fibre cryosorber with a
magnification factor (a) ×25 and (b) ×10 000. Source: Hseuh et al. 1999 [62], Fig. 2. Reprinted
with permission of Elsevier.
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Figure 7.55 (a) H2 adsorption isotherms and (b) H2 sticking probabilities of the carbon fibre
cryosorber in the temperature range between 6 and 30 K. Source: Hseuh et al. 1999 [62], Figs. 3
and 4. Reprinted with permission of Elsevier.

100 hours vacuum lifetime for LHC, decreases when increasing the temperature.
For the LHC operating temperature (5–20 K), the capacity ranges from 6× 1017

to 2× 1018 H2/cm2. In the same parameter domain, the H2 sticking probability
ranges from 0.1 to 0.3.

The carbon fibre material has similar bond energy to activated charcoal and
large porosity: the specific surface area of such material is 7.7× 105 m2/kg.
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However, being less dense than activated charcoal, it provides less sorption
capacity per unit of volume. In the application to the LHC, the pumping speed
and sorption capacity were studied in LHC beam screen and cold bore proto-
types only. Figure 7.56 shows the results of measurements in a 1-m-long LHC
beam screen and cold bore prototype. Dynamic pressure in a vacuum chamber
corresponds uniformly injected gas flow of 1015 H2/s. One can see that that the
performance of both beam screens with granulated charcoal and carbon fibre is
comparable (with a factor 2) until the amount of absorbed molecules reached
∼1021 molecules.

Carbon fibre can be produced as thick as 0.5 mm: i.e. it can be used in narrow
gaps. This material has all advantages of fabric: i.e. it can be cut to any shape,
sewed, pierce, stick, bend, wrap up, etc. Thus due to these properties it can be
attached to a surface not only by glue (alike activated charcoal) but also with clips,
clamps, stiches, staples or simply by wrapping around.

Pros:
– Large pumping capacity and sticking probability.
– High operation temperature (up to 25 K).
– Can fit a narrow gaps, even shapes.
– Can be attached with variety of means: clips, clamps, stiches, staples, glue,

etc.
Cons:

– Sorption capacity is not as high as for activated charcoal.
– Hard to provide a good thermal contact.
– Produces dust particles.
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Figure 7.57 H2 adsorption isotherm on a-C coating at 6.5 and 11.1 K. Source: Turner 1995 [63],
Fig. 2. Reprinted with permission of CERN.

7.6.2 Amorphous Carbon Coating Absorption Properties

Amorphous carbon (a-C) coating has been developed to provide low secondary
electron yield (SEY) surface to mitigate electron cloud build-up in the CERN
SPS (see Chapter 8). Its application to cryogenic beam pipe requires the
knowledge of its properties at cryogenic temperature. Figure 7.57 shows the H2
adsorption isotherm measured on 400 nm thick a-C coated in a 2-m-long beam
screen installed in the COLDEX experimental set-up [67]. The H2 capacity of
∼2× 1017 H2/cm2 is larger than metallic surface. Thus, the a-C coating acts also
as a cryosorber.

For application in storage rings, an appropriate choice of the operating tem-
perature compatible with the cryosorber properties is needed to avoid pressure
excursion induced by temperature oscillations. Figure 7.58 shows the thermal
desorption spectroscopies of H2, CO, and N2 for low and large surface coverages.
H2 is physisorbed on a-C coating up to ∼35 K and fully desorbed above ∼65 K.
Other gases, such as CO and N2, are physisorbed up to ∼85 K and desorb up to
140 K. Operation of a machine in e.g. the 40–60 K region is not UHV compatible
in the presence of H2.

For machine application, it is interesting to study the physisorption proper-
ties of the material as a function of the gas species and the surface coverage.
Figure 7.59 shows the hydrogen thermal desorption spectroscopies of a-C coating
for several surface coverage [68]. At low surface coverage (<3.4× 1015 H2/cm2),
the hydrogen is physisorbed on the a-C coated surface up to 40 K. When increas-
ing the surface coverage, the hydrogen starts to desorb at lower temperature.
It reach ∼8 K for 1.3× 1018 H2/cm2 condensed on the surface. The activation
energy is estimated from first order thermal desorption kinetics (see Eq. (7.22)).
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During the adsorption process, the pores are first filled at an activation energy
of ∼180 meV. Above ∼1018 H2/cm2, when all the pores are filled, hydrogen
starts to condense with an activation energy of ∼60 meV, similarly to metallic
surface (see Table 7.4 and Ref. [52]). The desorption peaks around ∼10 K in
Figure 7.59 are a typical signature of hydrogen condensation; therefore, the
monolayer capacity of 400-nm-thick a-C coating can be estimated to be in the
range (5–10)× 1017 H2/cm2.

Pros:
– Efficient for electron cloud suppression due to low SEY.
– High operation temperature (up to ∼30 K).
– As a thin film (50–500 nm), it does not reduce beam aperture.
– Can be deposited on Al, stainless steel, and Cu surfaces of vacuum

chambers.
Con:

– Sorption capacity is not as high as for activated charcoal.

7.6.3 Metal-Based Absorbers

Metal-based absorbers [52, 69, 70] have good thermal conductivity, can be welded
or brazed to the cooling surface, or can even be produced directly on vacuum
chamber wall. Therefore, there is an interest to the cryosorption properties of
porous metal structures produced with different technologies on different metals.

7.6.3.1 Aluminium-Based Absorbers
A process of aluminium anodising creates a 100-μm-deep rough and porous sur-
face that demonstrates up to two orders of magnitude higher sorption capacity at
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4.2 K than untreated metal surface (see Figure 7.52). At higher temperatures the
sorption pumping speed and capacity rapidly reduces (see Figure 7.60).

Pros:
– Pumping capacity up to 100 times higher than untreated surface.
– Operation temperature up to ∼10–15 K.
– Can be done directly on aluminium vacuum chamber walls and does not

need space.
– High thermal conductivity.

Cons:
– Sorption capacity is not as high as for activated charcoal.
– Lower range of temperatures than carbon based cryosorbers.

7.6.3.2 Copper-Based Absorbers
There are a number of industrially produced porous copper materials such as
sponges, filters, mould pressed copper powder, etc. An example of pumping prop-
erties study is shown in Figure 7.61. At the temperature of 12–13 K, the sorption
capacity of these samples is up to an order of magnitude higher than the sorption
capacity of untreated metal surface at 4.2 K. The advantage of these samples is that
the degradation of pumping speed as a function of amount of absorbed gas is not
as sharp as for aluminium, but inverse proportional to amount of absorbed gas.

Pros:
– Pumping capacity up to 10 times higher than untreated surface.
– Some pumping is still provided after sorbing 1018 H2/cm2.
– Operation temperature up to ∼12–13 K.
– Can be welded or brazed to vacuum chamber walls.
– High thermal conductivity.
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Cons:
– Sorption capacity is not as high as for activated charcoal.
– Lower range of temperatures than carbon-based cryosorbers.

7.6.3.3 LASE for Providing Cryosorbing Surface
Laser Ablation Surface Engineering (LASE) is discussed in Chapter 8 as a low
SEY surface for e-cloud mitigation. At cryogenic temperatures, a LASE surface
with a developed surface area could provide cryosorption properties similar to
the copper- and aluminium-based cryosorbers described in the previous section.
An ongoing study has already demonstrated that LASE can significantly increase
the surface area and sorption capacity at cryogenic temperatures [71]. Cryosorp-
tion properties of only a few sample has been measured up to now, and a variety
of different surfaces should be investigated in the future to find optimum laser
parameters for high sorption capacity at various operation temperatures. How-
ever it is already clear that this is a very promising technology of increasing sorp-
tion capacity of metal surfaces.

Pros:
– Pumping capacity should be higher than for untreated surface.
– Expected operation temperature up to ∼12–15 K.
– LASE can be made directly on vacuum chamber walls.
– LASE can be applied to any metal surface.
– High thermal conductivity.

Cons:
– Expected sorption capacity is not as high as for activated charcoal.
– Lower range of temperatures than carbon-based cryosorbers.

7.6.4 Using Cryosorbers in a Beam Chamber

There are a number of different things that should be considered for choosing the
cryosorber that would suit the best way to meet specifications for each applica-
tion such as:

– Operation temperature or temperature range.
– Sorption capacity and equilibrium pressure at the operation temperature (or

at the highest operation temperature, if the temperature is not stabilised).
– Required space for the cryosorber.
– How to fit and thermalise at the required location.
– Thermal conductivity.

Direct exposure of a cryosorber to a surfaces at much higher temperature (such
as room temperature) may affect their sorption characteristics and increase the
equilibrium pressure. So the cryosorber should ideally be surrounded by walls at
the temperatures close or below its temperature.

Special attention should be paid to protect (or screen) the cryosorbers from
SR, multipacting electrons, and other energetic particle bombardment. Although
there is too little data on behaviour of cryosorbers under photon, electron, or ion
bombardment, it is reasonable to expect that PSD, ESD, and ISD from cryosor-
bers will increase with the amount of sorbed gas, similarly to secondary PSD from
smooth surfaces; therefore it could potentially be a serious problem.
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7.7 Beam Screen with Distributed Cryosorber

This is an example of implementation of beam screen design inside a cold bore
with operating temperature above 3 K. In this case, the saturated vapour pressure
of hydrogen is not negligible. Based on crysorbing studies described earlier, the
equilibrium pressure of hydrogen can be reduced by using cryosorbers in the
range of temperature up to 10–30 K (depending on the crysorber).

Such beam screen design with distributed crysorber was successfully adopted
for the stand-alone magnets of the LHC matching sections. The cold bore of
these magnets operates at 4.5 K for which the hydrogen saturated vapour pressure
equals 2× 10−5 mbar. Figure 7.62 shows, on the left side, a ribbon of a carbon fibre
cryosorber produced by BINP during the LHC construction and shows, on the
right side, the cryosorber attached on the electron shield clamped on the back of
the LHC beam screen cooling capillary. This assembly allows protecting the inner
beam tube from carbon dust and controlling the temperature of the cryosorber
with the beam screen cooling circuit. About 200 cm2/m of such crysorber was
installed to guarantee the LHC vacuum performances. During beam shutdown, if
needed, these cryosorbers are regenerated by increasing the beam screen temper-
ature above 80 K (activation energy ∼236 meV). In the meantime, the cold mass
must be emptied in a way the cold bore temperature is held above 20 K to allow
the removal of the hydrogen molecules towards the external pumping system.

For illustration, Figure 7.63 shows the pressure measured with the COLDEX
experiment equipped with a beam screen with distributed activated charcoal
crysorber subjected to SR [43]. For this experiment, the cold bore was held at
70 K and 2× 1019 H2/cm2 was adsorbed on the cryosorber prior irradiation.
This quantity is equivalent to ∼100 ML desorbed from the BS, i.e. several years
of LHC operation. At the start of irradiation, with the BS held at 15 K, the H2
pressure increased to 4× 10−9 Torr. Although the BS temperature was further
increased to 20 K while applying temperature oscillation, the H2 pressure was
still kept below the LHC design pressure (10−8 Torr) demonstrating the efficiency
of the activated charcoal to provide H2 pumping speed and capacity.

Cryosorber

(a) (b)

Figure 7.62 (a) Ribbon of a carbon fibre cryosorber. (b) The cryosorber attached on the
electron shield clamped on the back of the LHC beam screen cooling capillary. Source: Baglin
2007 [1], Fig. 13. Reprinted with permission of CERN.
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Figure 7.63 SR-induced pressure increase in a BS with distributed cryosorber when
2× 1019 H2/cm2 is adsorbed on the activated charcoal.

7.8 Final Remarks

Gas dynamic models for accelerator cryogenic vacuum chamber are sufficiently
developed to predict behaviour of gas density at different conditions such as:

– Temperature.
– Cryosorbed gases.
– With and without SR (or other particle-induced gas desorption).
– Different beam vacuum chamber geometries (with and without liner).
– Different condition at the extremes (known pressure, pumping speed, another

chamber with different geometry, etc.).
– With and without cryosorbers.

The PSD experimental data are available for a limited range of photon critical
energies of SR (40–300 eV), a few materials of vacuum chamber. and a few tem-
peratures (3.5–25 K, 78 K). Cryosorption data allows to predict (model) equilib-
rium pressure of main gases of the interest and some of their mixtures on copper,
stainless steel. and aluminium. Secondary PSD phenomenon is well understood,
and its dependence on surface coverage has been investigated. Sticking probabil-
ity of gas molecules on different materials were measured.

However, there is still a lack of experimental data, which will be required for
new machines with different parameters, in particular:

– PSD for SR with photon critical energies in the keV range, at the temperatures
3.5–100 K.

– ESD and ISD data are scarce but are essential to estimate gas load in the pres-
ence of electron multipacting (see Chapter 8) and to ensure vacuum stability
(see Chapter 9).
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– New materials, surface treatments, and coatings could affect both gas
desorption and absorption (sticking probability, equilibrium pressure).

– New cryosorbers and cryosorbing surfaces could be of practical interest.
– Some new designs will require experimental testing.

Thus, future machine parameters will highlight what exactly is missing and
what experiments should be performed for obtaining new data.
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8.1 BIEM and E-Cloud

8.1.1 Introduction

Beam-induced electron multipacting (BIEM) and electron cloud (e-cloud) are
two coupled effects that can compromise the performance of modern high inten-
sity machines with positively charged beams. E-cloud was first observed on the
proton storage ring (PSR) at the Institute of Nuclear Physics (Novosibirsk, Russia)
in 1965 [1–3]. A few months later the e-cloud-related instability was observed at
the ZGS in Argonne National Laboratory [4] and at AGS in Brookhaven National
Laboratory [5] in the United States. In the following years, the e-cloud has been
detected and investigated in a number of other machines [6, 7]:

– At Bevatron in Lawrence Berkeley National Laboratory in 1971 [8], at PSR in
Los Alamos in 1986 [9], at the AGS booster [10] in 1998 and at RHIC [11] in
2001 in the Brookhaven National Laboratory, at PEP-II in 2000 in SLAC [12], at
Main Injector in Fermi National Laboratory in 2005 [13], at SNS in 2006 in Oak
Ridge National Laboratory [14], and at CesrTA in 2007 in Cornell University
[15, 16] in the United States.

– At ISR in 1972 [17], at PS in 2000 [18], at SPS in 1999 [19], and at the Large
Hadron Collider (LHC) in 2010 [20, 21] in CERN (Switzerland).

– At KEK PF in 1988 [22] and at KEKB in 2000 and 2017 [23, 24] in Japan.
– At DAΦNE in LNF/INFN in 2003 [25] in Italy.
– At PETRA-III in DESY in 2009 [26] in Germany.
– At ISIS in RAL in 2008 [27] in the United Kingdom.

The e-cloud problem has also been intensively studied for future machines such
as CLIC [28], HL-LHC [29], ILC [30, 31], and FCC [32, 33].

Such a strong and long-term interest to the e-cloud problem highlights its
importance for the beam dynamics:

– E-cloud can drive very fast, is often destructive, and has beam instabilities
(both single and multi-bunch).

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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– A negative space charge of the e-cloud focuses on the positively charged beam,
thus leading to the betatron tune shift and energy spread.

The BIEM process can qualitatively be described as follows. The initial elec-
trons, which appear in the beam chamber due to photoelectron emission (PEE)
induced by synchrotron radiation (SR) from vacuum chamber walls or in-vacuum
components or due to beam-induced gas ionisation, can be accelerated in the
electric field of the passing bunches, acquire kinetic energies of up to several hun-
dreds of electron volt, and then collide with the beam pipe walls and produce
secondary electrons (secondary electron emission [SEE]). When the electromag-
netic field generated by the bunch train creates the resonant conditions, the elec-
tron multipacting can be triggered.

All these electrons create a negative space charge along the beam path and form
an e-cloud; thus the beam bunches are circulating under modified conditions:

– Interacting with a space charge may cause the beam emittance growth above
a tolerable level.

– This in conjunction with the collisions between beam particles and e-cloud
electrons may increase the beam particle loss rate.

Furthermore, electron multipacting causes the following negative impacts:

– The BIEM transfers energy from the beam to the vacuum chamber walls,
increasing
⚬ the beam energy loss, requiring more power for the RF cavities to compen-

sate the loss;
⚬ the heat of vacuum chamber – the power of such additional heat loads on a

cryogenic vacuum chamber could become critical for its cryogenic system.
– Electron-stimulated desorption (ESD) due to multipacting electrons will

increase the gas density, which can in its turn increase:
⚬ The beam particle loss rate.
⚬ The rate of electron production due to residual gas ionisation.

Figure 8.1 illustrates the electron cloud build-up in the LHC beam pipe. SR
emitted in the dipole magnets by the proton beams generates photoelectrons
from the photon interaction with the vacuum chamber wall. Since these
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Figure 8.1 Illustration of BIEM and electron cloud build-up in the LHC beam pipe.
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photoelectrons are in quasi-synchronism with the proton bunch, they can
be accelerated by it towards the opposite vacuum chamber wall. In the LHC,
taking into account the pipe diameter and the bunch population, the photo-
electrons bombard the vacuum chamber wall at ∼200 eV. As a consequence,
secondary electrons are created and emitted into the beam pipe. If these sec-
ondary electrons have not been absorbed by the vacuum chamber wall when
the second bunch passes, they can be accelerated towards the wall. In this
illustration, the low energy secondary electrons (1 and 5 eV) are in the vicinity
of the bunch when it arrives 25 ns later. Therefore, these secondary electrons
receive a larger kick from the bunch, bombarding the vacuum chamber wall in
the kiloelectron volt range. Secondary electrons are then produced and emitted
into the beam pipe. When cumulated with the following bunches, this process,
called BIEM, results in a multiplication of the electrons into the beam pipe.

In this example, the seed of electrons originates from the photoelectron pro-
duction, which is the dominant process in LHC. However, the seed of electrons
can also originate from beam gas ionisation or particle loss at the vacuum cham-
ber wall.

Note 1: In general, e-cloud could appear without BIEM, when the main sources of
electrons are gas ionisation and/or photoemission. From another side, BIEM
would not necessarily create the e-cloud with an electron density above a tol-
erable level. It is also worth mentioning that the RF cavities and waveguides
may also suffer from electron multipacting, while e-cloud is not an issue there.

Note 2: Theoretically, BIEM could be triggered in the very high intensity machines
with negatively charged bunches [34]; the e-cloud effects for an electron beam
were studied both theoretically and experimentally in some machines [35–37].

Since the discovery of e-cloud and its impact on beam dynamics, there was
a significant effort in looking for various techniques of e-cloud mitigation. This
activity was intensified in last 20–25 years with the design and operation of high
intensity and low emittance colliders such as LHC, ILC, KEK-B, SuperKEKB,
DAΦNE, PEP-II, CESR, etc. These studies are covering a number of activities:

– Photoelectron yield (PEY) and secondary electron yield (SEY) measurements
of various materials after different treatments, coatings, conditioning, etc.

– Photon reflectivity of these materials.
– BIEM and e-cloud modelling.
– BIEM and e-cloud studies in the machines.
– Developing various BIEM and e-cloud mitigation techniques.

8.1.2 E-Cloud Models

Approximated equations, based on a stationary electron model, can be derived
to evaluate the possible existence of BIEM and e-cloud in a machine [38].

A first condition to allow wall-to-wall electron multipacting is that the electrons
cross the beam pipe of radius rp, between the successive bunch passages spaced
in time by tbb. Assuming a bunch of uniform transverse density, the minimum
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electric field required to provide enough speed to the electrons can be computed.
This translates in a minimum bunch population, Nb, given by

Nb ≥

rp
2

rec tbb
(8.1)

where re = 2.8× 10−15 m is the classical electron radius and c the speed of light.
A second condition for electron multipacting is that the energy of the electron

bombarding the wall shall be large enough to allow the production of secondary
electrons. For this reason, the energy gain by the electron from the passing beam
bunch shall be computed. In the simple kick approximation, the energy gain to
the electron, ΔW (r), received by the kick from the bunch field as a function of
the radial position r, is given by

ΔW (r) = 2mc2re
2
(Nb

r

)2

, (8.2)

where m = 511 keV/c2 is the electron mass.
In the previous calculation, the transverse bunch density was assumed uniform.

Therefore, the electric field outside the bunch falls off proportionally to 1/r. In
a real machine, the transverse r.m.s. beam size of a beam 𝜎 is described by the
Gaussian distribution modifying the electric field within the beam pipe. However,
at a distance larger than 2𝜎, the difference between the simple kick approximation
and the real electric field is negligible. Thus, the simple kick approximation is
valid for electrons, which are located at the distance of a few beam radii away
from the bunch. In particular, the previous equation is valid near the vacuum
chamber wall.

Figure 8.2a shows the minimum bunch population required to allow a
wall-to-wall multipacting as a function of bunch spacing for several vacuum
chamber radii (see Eq. (8.2)). It is seen that a bunch population in the range of
1011 particles per bunch will generally trigger multipacting for almost any bunch
spacing and medium size (ID1 ≈ 80 mm) vacuum chambers. Here, the bunch
population is computed for a multipacting to occur between each bunch.

Figure 8.2b shows the energy gain received during the passage of the bunch by a
stationary electron at several locations in the beam vacuum chambers (Eq. (8.2)).
For a bunch population in the range of 1011 particles per bunch, the energy gain
received by the electron is 50 eV for electrons located at 40 mm from the bunch
and increases to 800 eV for electrons located at 10 mm from the bunch. For posi-
tions closer to the beam (i.e. <10 mm), the movement of the electron during the
passage of the beam shall be taken into account. A more accurate evaluation of
the energy gain can be then obtained by integrating the equation of motion.

The average gain in kinetic energy of an e-cloud stationary in time and uni-
formly distributed is given by

⟨ΔW⟩ = 6mc2re
2
(Nb

rp

)2

, (8.3)

1 ID is an inner diameter of a beam pipe.



8.1 BIEM and E-Cloud 353

0
1010

1011

1012

10 20

5 × 1010
10

100

1000

1.0 × 1011 1.5 × 1011 2.0 × 1011 2.5 × 1011

Bunch spacing [ns](a)

(b)

B
un

ch
 p

op
ul

at
io

n

Bunch population

E
ne

rg
y 

ga
in

 [e
V

]

30 40 50

50 mm

40 mm

30 mm

20 mm

40 mm

30 mm

20 mm

10 mm
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electron from the bunch kick as a function of the bunch population for several electron
positions in the beam vacuum chamber.

This handy formula can be used to evaluate the ESD yields (which are a function
of the energy) of a beam vacuum chamber subjected to BIEM or to evaluate the
deposited heat load if the electron flux to the wall is known.

Figure 8.3 shows the average kinetic energy gain of a stationary and uniformly
distributed e-cloud for several beam chamber radii. For a bunch population of
1011 particles per bunch, the average kinetic energy varies from 30 to 200 eV when
decreasing the vacuum chamber inner diameter from 100 to 40 mm.

When dealing with magnetic fields, complex vacuum chamber shapes, or spe-
cific beam structures, a better evaluation of the BIEM and e-cloud parameters can
only be achieved by simulation codes, e.g. PyECLOUD, CLOUDLAND, CSEC,
POSINST, Factor2, etc. [39, 40]. Figure 8.4 shows the simulated heat load and
electron current at the beam vacuum chamber wall as a function of the SEY in
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a beam screen dipole of the LHC. These data were computed with PyECLOUD
simulation code [41].

In the absence of a magnetic field, the e-cloud interacts only with the circulating
bunches and the beam chamber wall. In this case, the motion of the electrons is
not guided, and the e-cloud occupies the full cross section of the beam chamber.
An evolution of e-cloud distribution in the beam chamber cross section is shown
in Figure 8.5. In the presence of a positively charged bunch, the electrons from the
walls of beam chamber are attracted towards the beam in the centre (left side),
occupying more and more space and finally filling an entire space inside the beam
chamber (middle picture). After the beam passage, the electrons continue drifting
towards the opposite walls and kick it with energy gained from the beam. When
the kicked energy is large enough, secondary electrons are produced and drift
inside the beam chamber, ready to be accelerated by the following bunch (right
side) [42].

In the presence of a magnetic field, the electron motion is guided by the mag-
netic field lines. Figure 8.6 shows an example of the transverse distribution of the
e-cloud density for dipole, quadrupole, sextupole, and solenoid fields in the LHC.
In the case of a dipole field, the electron motion can form two stripes. The posi-
tion of the stripes is a function of the bunch density and dipole field. The e-cloud
interacts only with the upper part and lower part of the vacuum chamber. For
the cases of the quadrupolar and sextupolar fields, the electron motion follows
the field lines and interacts with the vacuum chamber wall at the pole positions.
Applying a solenoid field maintains the e-cloud close to the vacuum chamber
walls along its perimeter. In this case, the kick received from the bunch is min-
imised and, in the occurrence, the electrons receive enough energy to produce
secondary electrons, the energy of the secondary electrons being very low, and
they remain in the close vicinity of the wall chamber [43, 44].

Input parameters for the BIEM and e-cloud phenomena depend on the shape
of the vacuum chamber and its surface properties. BIEM in the vacuum chamber
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Figure 8.4 Simulated heat load
(a) and electron current (b) as a
function of the SEY in a beam
screen dipole of the LHC when
operated at 7 TeV with various
bunch populations. Source:
Courtesy of Dr. G. Iadarola
(CERN, Geneva, Switzerland).
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Figure 8.5 An evolution of electron cloud cross-sectional distribution in the absence of
magnetic field during and after the bunch passage (from left to right). Source: Courtesy of Dr.
Lanfa Wang (SLAC, CA, USA).
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causes ESD and may require modification of the vacuum system to deal with it.
These input characteristics for BIEM and e-cloud modelling will be discussed the
following sections of this chapter.

8.2 Mitigation Techniques and Their Impact on Vacuum
Design

There are three main sources of electrons for BIEM and e-cloud in vacuum cham-
ber [45]:

1. Electrons that appear due to residual gas ionisation by the beam particles.
2. Photoelectrons that are emitted from vacuum chamber walls due to SR (see

Chapter 3).
3. Secondary electrons emitted due to electrons multipacting (see Section 8.3).

Apart from these three main sources, there could be a few additional ones that
may contribute to the process:

4. Electrons that appear due to residual gas ionisation
⚬ By multipacting electrons
⚬ By SR
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5. Bremsstrahlung photons, which appear due to beam–gas collisions, can con-
tribute to
⚬ residual gas ionisation and
⚬ PEE.

6. Beam particles hitting vacuum chamber, collimators, and tapers may cause
⚬ SEE,
⚬ Bremsstrahlung radiation and, therefore, photoelectron production.

To lower the BIEM intensity and the e-cloud density, these sources of electrons
must be minimised or even suppressed. Thus, the production of electrons due to
residual gas ionisation can be mitigated by specifying the maximum gas density,
which requires using vacuum chambers with low photon stimulated desorption
(PSD) and ESD yields and providing sufficient (preferably distributed) pumping
speed. Production of PEE due to SR is proportional to the photon flux, so it can
be reduced by reducing the photon flux irradiating the beam vacuum chamber
walls using photon traps, photon absorbers, antechambers, etc. Production of
both photoelectrons and secondary electrons could be reduced by reducing their
production rates: PEY and SEY, defined as the number of photoelectrons or sec-
ondary electrons, respectively, per impact of photon or electron.

A large number of BIEM and e-cloud mitigation methods have been developed
over recent years. These mitigation methods can be divided into two groups:
passive (i.e. they require no controllers or power sources after installation or
implementation) and active (requiring controllers, power sources, feedback elec-
tronics, etc.).

Various solutions can be applied, and the choice is dictated by a few criteria.
First of all, the chosen solution must solve the e-cloud and/or BIEM problem.
Among working solutions, the most preferable ones should be simple, cost effec-
tive, and very reliable in the long term. Ideally, the preferred solution should work
for the duration of the machine lifetime, take no space, and not require controllers
and/or feedthroughs.

8.2.1 Passive Methods

Passive methods are implemented as an integrated part of the vacuum cham-
ber, and they do not require controllers, power sources, feedthroughs, feedback
electronics, etc. Once implemented they should work for the full lifetime of the
machine without maintenance. If a passive method works (i.e. reduces BIEM and
e-cloud below a tolerable level) for the whole machine or its sections, then it is
a preferable solution. Thus, a significant effort was made to find and develop a
number of passive mitigation solutions [46–49]:

(1) The PEY and SEY are related to surface material and chemical state; thus
significant interest was attracted to materials and surface coating, which have
a low intrinsic SEY:
– Materials have different PEY/SEY, for example, Cu has a lower SEY than

Al (see Figures 8.16 and 8.17):
⚬ The PEY/SEY of as-received materials with a natural oxide layer [50–53].
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⚬ The PEY/SEY of specially treated surfaces, for example, etched and con-
trolled oxidation, nitration, or graphitisation [54–59].

⚬ The PEY/SEY of pure materials after scrubbing with SR, electrons, or
ions in vacuum [14–17, 22].

⚬ Effect of temperature and cryosorbed gases [60, 61].
• Pro: a simple choice from a short list of materials and low cost treat-

ments.
• Con: a limited choice of materials compatible with vacuum chamber

specifications and beam impedance issues.
– Coating any material with low PEY/SEY materials (see Figure 8.18):
⚬ TiN coating is a well-known technique with low PEY/SEY coating used

in various applications [62–66].
⚬ Non-evaporable getter (NEG) coating provides similar low PEY/SEY

[62, 67–69] combined with distributed pumping, i.e. a very good
combined solution to suppress all three sources of electrons; thus, when
a bakeout is acceptable, NEG coating is a preferred solution as an ideal
for vacuum design due to low gas desorption and distributed pumping
(see Chapter 5).

⚬ Amorphous carbon (a-C) coating [56, 70, 71]) leads to significant reduc-
tion of SEY (𝛿max < 1) and suppression of electron multipacting.

⚬ Other low SEY coatings such as Cr, CrN, and TiCr [72].
• Pro: It does not affect a choice of vacuum chamber materials, and low

SEY coating can be done on any vacuum chamber material.
• Con: It requires using a vacuum-based deposition technology, there-

fore increasing the cost of the vacuum chamber.
(2) Surface geometry may help to reduce the net SEY:

– Modifying a surface geometry by machining different shape grooves
[46, 73–75] (see Figures 8.7–8.9, and 8.19). Although the intrinsic SEY
remains the same as for a flat surface, the reduction of net SEY happens
due to multiple interactions of the electrons with the grooved walls, thus
increasing the probability of electron energy loss and electron absorption.
The net SEY reduces with an increase of the ratio between height h and
distance between grooves (a and b in Figure 8.7) and with the decrease of
the rib width.
• Pros:
⚬ It works.
⚬ To reduce the cost, vacuum chamber with groves can be produced by

extrusion.
• Cons:
⚬ It requires precise machining, increasing the cost considerably.
⚬ A less accurate sharpness of the groove top edges of extruded vacuum

chamber results in reducing the efficiency of the SEY mitigation in
comparison to precise machining.

– Coating with low SEY microstructure (e.g. copper black, gold black;
columnar NEG) [69, 76–78]:
⚬ Materials that form as columns, pyramids, nanotubes, and flakes could

be very efficient in reducing PEY and SEY.
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Figure 8.7 Two types of grooves for reducing the net SEY: (a) sawtooth-shaped grooves (h is a
height and a is a distance between grooves) and (b) rib-shaped grooves (h is a height, b is a
distance between the ribs, and c is a rib width).
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Figure 8.8 KEK vacuum chamber with grooves and an antechamber. Source: Shibata 2012
[78], Fig. 6. Reprinted with permission of CERN.

Figure 8.9 A layout of
wiggler vacuum chamber
with grooves and an
antechamber equipped with
NEG strips for distributed
pumping in the ILC positron
damping ring. Source:
Malyshev et al. 2010 [74], Fig.
3. Reprinted with permission
of CERN.
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• Pro: It works.
• Con: The created features may be fragile; cleaning with solvents could

be difficult; a possibility of increasing thermal outgassing, PSD, ESD,
and ISD (ion stimulated desorption) has to be investigated; and there
is a risk of particulate generation and increase in surface resistance.

– Surface micro-engineering by ion etching, chemical etching, etc. [76] (see
Figure 8.10):
⚬ A technology that allows to roughen the surface and reduce PEY and

SEY.
• Pro: It works.
• Cons: The created features may be fragile; cleaning with solvents may

be difficult; after this wet technology, the surface is saturated with
hydrogen thus thermal outgassing; PSD, ESD, and ISD may increase;
and there is a risk of particulate generation and increase in surface
resistance.

– Laser ablation surface engineering (LASE) [79–83] (see Figure 8.11):
⚬ The most recently invented technology for reducing PEY and SEY allows

to obtain low SEY with (𝛿max < 1) for as-received metal surfaces modified
by a nano- or picosecond pulsed laser. Bakeout or bombardment with
electrons led to even lower values of 𝛿max < 1.
• Pros: In comparison with other technologies used for surface engi-

neering, the laser treatment has a few advantages such as simple
equipment for production, the treatment does not require vacuum, it
can be done in air under atmospheric pressure, and it reduces PSD,
ESD, and ISD.

Figure 8.10 Ag plating, ion etched with Mo mask. Source: Montero et al. 2012 [75], Fig. 3.
Reprinted with permission of CERN.
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Figure 8.11 (a)–(c) Low to high resolution scanning electron microscopy (SEM) images and (d)
a graph of SEY as a function of primary electron energy of LASE samples treated by ASTeC.
Source: Courtesy of Dr. Bhagat-Taaj Sian (CI, Warrington, UK).

• Cons: It requires particulate control, and there is a risk of increase in
surface resistance.

Note: All surface engineering technologies may increase the surface resis-
tance, which, in turn, could potentially affect on the beam wakefield
impedance.

(3) Vacuum chamber shape may help in e-cloud suppression:
– Using antechamber and shadowing critical components from SR is a very

efficient means to reduce photoelectron production in the beam chamber.
The photoelectrons emitted in the antechamber do not play a role in BIEM
and e-cloud [24, 74, 84, 85]:
⚬ In comparison to photoelectrons emitted from the beam chamber walls,

the photoelectrons produced in the antechamber are exposed to a much
weaker beam electric field. They have a strongly reduced probability to
enter the beam chamber through a narrow gap between the chamber
and antechamber to participate in BIEM and e-cloud.

⚬ SR absorbers in the antechamber can have a special design to minimise
PEY, for example, absorbing photons at normal incidence, photoelectron
traps similar to Faraday cups, using low PEY materials, etc.
• Pro: It takes away one of the main sources of electrons in the beam

chamber and it allows to efficiently use the benefits of an antecham-
ber when it is already considered in a vacuum chamber design (e.g.
for SR beamline, for higher vacuum conductance, or for distributed
pumping);

• Con: A more complicated design and a vacuum chamber more expen-
sive than a simple (e.g. round or elliptic) beam chamber.
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(4) Use of permanent magnet field for trapping electrons [49, 86]:
⚬ Permanent magnets are applied to suppress e-cloud at KEK-B (see

Figure 8.12).
• Pros: It works, it is quite simple and low cost, it does not require power

controllers and cables, it can be installed at any stage of the machine
lifetime, and it does not affect the vacuum system as it is outside of the
vacuum chamber.

• Cons: It can only mitigate e-clouds in magnetic field-free areas, and
it may affect operations of beam position monitors (BPMs), vacuum
gauges, and other sensitive equipment. Maximum bakeout temperature
of these permanent magnets should be checked. It could be below the
vacuum temperature bakeout temperature of 250–300 ∘C. In the latter
case these magnets should be removed before and reinstalled after each
vacuum chamber bakeout.

Centre
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(b)
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to bellows chamber
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m
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Figure 8.12 (a) Schematics and (b) a photo of yokes with permanent magnets attached to the
bellow chambers at SuperKEKB low energy ring. Source: Suetsugu et al. 2016 [86], Figs. 12 and
11(b). https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.19.121001.
Licensed Under CC BY 3.0.
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(5) Various combinations of all of the above can be applied as well [49, 74] (see
Figures 8.8 and 8.9):
a. Antechamber combined with grooves in the beam chamber.
b. Antechamber combined with TiN coating.
c. NEG coating on rough surfaces.
d. Any other possible combinations.

8.2.2 Active Methods

Active methods are used in many machines, and they could be used as a single
solution or in combination with others. Some examples of such methods, with
their pros and cons, are shown below:

(1) As shown in Figure 8.13a, a weak solenoid field (∼50 G) can be applied
along the drift chambers [87, 88]. Magnetic field traps photoelectrons and
secondary electrons near the surface and away from the beam path, thereby
reducing BIEM and e-cloud as shown by the reduction of the pressure
increase in Figure 8.13b. Usually it is used in combination with TiN or NEG
coating of such vacuum chambers.
• Pro: A coil can be added after the beginning of the machine operation to

solve unexpected issues. It is can be easily implemented only on simple
straight sections.

Figure 8.13 (a) KEKB low energy ring
solenoids. (b) Observation of pressure
rise with and without solenoid field as a
function of the positron beam current.
The non-linear behaviour, signature of
electron multipacting, is suppressed
when a solenoid field is applied. Source:
(a) Courtesy of Y. Suetsugu, KEK, Tsukuba,
Japan. (b) Suetsugu 2001 [87], Fig. 7.
Reprinted with permission of IEEE.
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• Con: It requires winding the coils, cables, controllers, and power supplies.
Such solution might be not compatible with a bakeout system. It can be
used in magnetic field-free regions only.

(2) Clearing electrodes (biased up to ±1000 V) in wigglers and dipoles do not
allow electrons to multipact [48, 89–93]. As shown in Figure 8.14, the clearing
electrodes in the DAΦNE dipole chambers strongly reduces the horizontal
instability even at large beam current.
• Pro: It works. It can be installed inside dipole, quadrupole and wigglers
• Con: It requires designing and manufacturing of these electrodes and

redesigning and adopting a vacuum chamber to accommodate these elec-
trodes, their holder, and electric feedthroughs. Electrodes and insulating
materials may dramatically increase the gas density in a vacuum chamber
due to thermal, photon-, electron-, and ion-induced gas desorption.
Choice of material for electrodes and insulating layer as well as in-vacua
design must be ultra high vacuum (UHV) compatible: i.e. it requires
additional vacuum studies and testing. Feedthroughs increase the chance
of vacuum leaks to air. It requires cables and controllers/power supplies,
which significantly increase the cost for large machines.

(3) Optimising the beam train parameters to avoid high intensity resonant condi-
tions by varying the beam charge and the beam spacing, introducing satellite
beams, etc. [94, 95].
• Pro: It also works. It requires no change in vacuum design, no additional

cables, controllers and power supplies in the machine tunnel.
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Figure 8.14 (a) Clearing electrode in a
DAΦNE dipole vacuum chamber. (b)
Electron intensity grow rate. Source:
Wang et al. 2006 [89], Figs. 5 and 14.
Reprinted with permission of Creative
Commons Attribution 3.0 license
(CC-BY 3.0).
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• Con: It reduces the flexibility during machine operation. In high energy
particle colliders, it may result to more collisions per crossing, thereby lim-
iting the particle detector’s efficiency.

8.2.3 What Techniques Suit the Best

It is important to mention that all the active and passive methods are working
well and can be employed on their own or in various combinations with each
other.

In general, different techniques could be most efficient for different compo-
nents and different sections of the machine. Thus, a machine design team should
balance effort, efficiency, impact on various machines systems, costs, etc., and
choose the techniques, which will suit the best for the whole machine, for a sector,
or for a particular component.

– First of all, the chosen BIEM and e-cloud mitigation technique must be explic-
itly fitted for the purpose.

– A simple solution is preferable as it is usually more robust.
– The cost of mitigation could vary for different techniques; thus an increase in

the cost of vacuum chamber should be taken into consideration during the
design phase.

– The mitigation technique should be vacuum compatible, and vice versa, and a
solution for beam vacuum chamber should be compatible with the BIEM and
e-cloud mitigation technique.

– The mitigation techniques employed inside beam vacuum chambers (surface
roughening, coatings, asymmetric vacuum chamber shape (e.g. due to an
antechamber), clearing electrodes, etc.) may affect the longitudinal and/or
transversal beam impedance. The implementation of such mitigation tech-
niques would be recommended when the impact on beam impedance is below
a tolerable level.

– Therefore, a mitigation solution should meet all the requirements for BIEM
and e-cloud mitigation, beam impedance, particulate generation, vacuum
specification, and machine risk analysis.

It must be noted here that an implementation of mitigation techniques in a
design phase is much easier, while solving the BIEM and e-cloud problem on an
already existing and operating machine has a shorter list of possible solutions.

8.3 Secondary Electron Emission (Laboratory Studies)

8.3.1 SEY Measurement Method

When a primary electron interacts with matter, it may cause the emission of sec-
ondary electrons in the typical energy interval for the e-cloud build-up. Electrons
can penetrate into the solid along 1–10 nm and produce secondary electrons.
Those electrons can be scattered or diffused into the solid and might be conse-
quently emitted into the vacuum. The total SEY (or 𝛿) is defined as the average
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Figure 8.15 Typical layouts for secondary yield measurements: (a) simultaneous
measurements of currents from a sample and a Faraday cup with a passing through primary
electron beam and (b) two-step measurements of currents from a sample only and a close
Faraday cup only.

number of electrons emitted from the surface per incident electron:

𝛿 =
IS

IP
; (8.4)

where IS is the secondary electron current (including both elastic and inelastic
processes) and IP is the primary electron current.

A typical layout of secondary yield measurements is shown in Figure 8.15. Dur-
ing SEY measurements, the sample is bombarded by electrons with energy in the
range from 10 eV to 3 keV (depending on the operation range of connected elec-
tron gun). The sample can be biased between 0 and −100 V to repel secondary
electrons towards the Faraday cap. The SEY measured with a bias are higher than
the ones with no bias. The SEY increases with a bias and reaches its saturation at
certain bias value, which depends on the gap between the sample and a Faraday
cap. In the experiments reported in the following, the bias was always applied at
saturation values. Two currents can be measured simultaneously in the experi-
ment: a sample drain current, ID, and a current at the Faraday cap, IF . The total
SEY can be calculated as

𝛿 =
IS

IP
=

IF

IF + ID
. (8.5)

An alternative method used to measure the SEY consists of doing the measure-
ment in two steps. In the first step, the sample is biased negatively to repel the
secondary electrons and the sample drain current, ID, is measured. In the second
step, the sample is replaced by a Faraday cup from which the primary electron
beam current, IP, can be measured. The amount of secondary electrons is then
derived from the subtraction of the primary electrons current minus the sample
drain current. In this case, the SEY is given by the following equation:

𝛿 =
IS

IP
=

IF − ID

IF
= 1 −

ID

IF
. (8.6)
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In this section we summarise the main properties of and tendencies in SEY
under various conditions.

8.3.2 SEY as a Function of the Incident Electron Energy

Figure 8.16 shows SEY curves of typical materials used for the construction of
accelerator vacuum systems as a function of the incident electron energy. The
values are given for ‘as-received’, i.e. cleaned according to UHV standards and
unbaked material, therefore without any specific treatment to reduce the yield
[96]. The curves have a ‘bell’ shape with a maximum in the energy range between
200 and 300 eV. The maximum of the SEY, 𝛿max, ranges from 𝛿max = 1.5 for
TiN-coated sample to 𝛿max = 3.5 for aluminium. Typical values for ‘as-received’
titanium, copper, and stainless steel are 𝛿max = ∼2. Any electrons bombarding a
surface with a primary energy up to 2 keV will subsequently produce secondary
electrons, increasing the total amount of electron in the accelerator.

8.3.3 Effect of Surface Treatments by Bakeout and Photon, Electron,
and Ion Bombardment

As mentioned previously, several techniques are used to lower the SEY of techni-
cal surfaces. This is illustrated in Figure 8.17a, where, for instance, the maximum
SEY of copper surface reduces by baked at 300 ∘C to 𝛿max ≈ 1.7. Cleaned copper
surface, i.e. bombarded with Ar ions in a way to sputter away the native oxide,
hydrocarbon, and contaminants layer, has a maximum SEY of 𝛿max ≈ 1.4 at a pri-
mary kinetic energy of ∼650 eV [96]. Electron bombardment can also reduce the
SEY of technological surfaces. This effect is often used in various equipment, e.g.
radio frequency cavities or accelerators, to mitigate the electron multipacting.
Figure 8.17b shows the evolution of 𝛿max of an as-received Cu surface as a function
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Figure 8.16 Secondary electron yield (SEY) curves of some technological materials used for
the construction of accelerators. Source: Hilleret et al. 2000 [96], Fig. 3. Reprinted with
permission of CERN.
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Figure 8.17 Secondary electron yield curves of Cu as a function of surface treatment.
(a) Bakeout, Ar glow discharge. (b) Electron bombardment. Source: (a) Hilleret et al. 2000 [96],
Fig. 2. Reprinted with permission of CERN. (b) Reprinted with permission from Cimino et al.
[55], Fig. 2. Copyright 2012, American Physical Society.

of the electron dose. After bombardment with electron of kinetic energy above
50 eV, 𝛿max can be reduced to ∼1.1. However, for lower kinetic energy and the
same electron dose, the conditioning is less efficient and the value of 𝛿max reaches
∼1.35. The origin of this reduction phenomenon (called ‘scrubbing’ or ‘condition-
ing’ in accelerator scientist’s jargon) is ascribed to removing oxides (by ESD) and
the graphitisation of the surface [55, 69].

8.3.4 Effect of Surface Material

Even cleaned following UHV standards, technological surfaces are covered by
a surface layer consisting of oxides and physisorbed/chemisorbed gases, which
modify the SEE of the pure material. An ion bombardment can sputter the con-
taminants, removing them from the surface. As already shown in Figure 8.17, Cu
has 𝛿max ≈ 1.4 when sputter cleaned by ion bombardment.
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Table 8.1 Maximum SEY of some chemical components.

Material Ag Al Au Polished C Cu Fe Nb Ti

𝛿max 1.5 1 1.5 1 1.4 1.3 1.2 0.9
Emax [eV] 800 300 700 300 600 400 375 280

Source: Adapted from Arianer 2006 [97].
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Figure 8.18 Secondary electron yield curves of amorphous carbon coating. Source: Reprinted
with permission from Costa-Pinto et al. [99], Fig. 1. Copyright 2013, Elsevier.

Table 8.1 shows the maximum SEY, 𝛿max, and the corresponding impinging
energy, Emax, of some common pure materials [97]. These values are much dif-
ferent than ‘as-received’ metal surfaces with an oxide layer.

A reduction of the secondary electron production can also be achieved by coat-
ing the surface with a low SEY material.

The TiN coating on technological surfaces such as copper, aluminium, or stain-
less steel substrate allows reducing 𝛿max to 1.5 (see Figure 8.16).

The NEG films coated on the same substrates can also reduce the maximum
SEY, as it was described in Chapter 5 (see Figures 5.25 and 5.26). Thus, SEY was
reduced to 𝛿max ≈ 1.1 with a 1-μm-thick Ti–Zr–V getter film coated on copper
and activated at 200 ∘C [98].

Carbon coating also reduces the production of secondary electrons. Figure 8.18
shows the SEY curve of stainless steel with amorphous carbon coated with Ne and
Ar discharge. A remarkable value of 𝛿max ≤ 1 is achieved: multipacting does not
occur with such surface [99].

8.3.5 Effect of Surface Roughness

The morphological aspect of a surface reduces also the secondary electron
production. When the secondary electrons, produced from the surface, perform
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several collisions with the material, their chance of being absorbed is increased.
This results in a reduction of the net SEY.

Thus, the low SEY of as-received TiN coating resulted not only due to low SEY
of TiN but also due to pyramidal structure created by TiN grains (i.e. due to
the roughness of its surface). Indeed, thin TiN coating has a goldish colour with
𝛿max ≈ 2.4, whereas the surface-coated thick layer of TiN is black with 𝛿max ≈ 1.5,
the black aspect being attributed to the roughness of the material [100]. Thick
amorphous carbon films reduce as well the SEY due to its surface roughness [99].

Various techniques can be employed for producing macroscopic or micro-
scopic structures: mechanical, chemical, or ion etching, or laser ablation.

As illustrated in Figures 8.7, 8.10, and 8.19, a groove, rib, peak, or honeycomb
structure can trap the secondary electrons to reduce the effective SEY of the
material [101, 102].

A TiN-coated grooved surface with 40∘ opening angle and depth of 1 mm pro-
vides 𝛿max ≈ 1.2, as was demonstrated at SLAC (CA, USA) [103].

A surface of copper, 75% of which was occupied by drilled holes with a depth of
0.5 mm and a diameter of 1 mm (see Figure 8.19), provides 𝛿max ≈ 1.2, measured
in experiments at CERN [102].

Reducing SEY with LASE is a promising technology currently under devel-
opment [79–83]. The laser treatment of metal surfaces (such as stainless steel,
copper, aluminium and their alloys, and other metals) with a fluence above the
ablation threshold results in the formation of hierarchy of microstructure, submi-
cron structure, and nanostructures. The LASE process can produce the grooves
with tens of microns in depth (microstructures) and the groove walls are covered
with submicron and nanospheres (see Figure 8.20) or/and nanowire structures

Figure 8.19 Surface roughness produced by drilled means.
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Figure 8.20 Low (on the left) and high (in the middle) resolution planar and X section (on the
right) SEM micrographs of 1-mm-thick copper samples treated with laser using different scan
speeds: (a) 180 mm/s, (b) 90 mm/s, and (c) 30 mm/s. Source: Reprinted with permission from
Valizadeh et al. [83], Fig. 3. Copyright 2017, Elsevier.

(see details in Ref. [83]). These structures on a surface could provide SEY below
1: multipacting does not occur with such a surface.

Initially, the main emphasis was on creating microstructures (in the form of
pyramids and grooves) [79]; however, these structures have a large RF surface
resistance. Later, it was shown that submicron structures and nanostructures also
play a role in reducing SEY; thus, an effort was focused on LASE, which should
provide not only low SEY but also a low surface resistance [81, 83, 104, 105]. It
has been demonstrated that LASE surfaces can be produced with a marginally
visible microstructure (and much lower resurface resistance), while the submi-
cron structures and nanostructures can still provide 𝛿max < 1 (see Figures 8.20
and 8.21). As depicted in Figure 8.21, the SEY of all laser-treated Cu samples
is below 1 for impinging electron energies up to 480 eV, which is sufficient for
e-cloud mitigation in machines like LHC or FCC where multipacting electrons
have energies up to 300 eV.

The results shown in Figure 8.11 illustrated another example where all mea-
sured samples have 𝛿 < 1 in the whole range of used electron energies (i.e. up
to 1 kV). It must be noted that these are initial data obtained after 4–10 hours
of pumping; electron or photon beam conditioning, and bakeout reducing SEY
further down to as low as 𝛿max < 0.6.

8.3.6 ‘True’ Secondary Electrons, Re-Diffused Electrons, and Reflected
Electrons

It must be stressed that the secondary electrons taken into account for the
evaluation of the SEY in the figures above are the sum of ‘true’ secondary
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Figure 8.21 Comparison of SEY of copper samples as a function of primary electron energy for
an untreated sample and the samples treated with LASE with varying scan speed after 10-hour
pumping. Source: Reprinted with permission from Valizadeh et al. [83], Fig. 4. Copyright 2017,
Elsevier.

electrons, re-diffused electrons, and reflected electrons [106, 107]. Thus, for each
point measured at a given incident primary electron kinetic energy, the emitted
electrons are not mono-energetic but have rather a distribution in energy.
Such electron distribution curves are highly peaked towards low energy below
∼5 eV. However, there is always a contribution from reflected electrons. This
contribution increases when decreasing the incident electron kinetic energy.
For a technical surface such as copper, reflectivity above ∼60% is measured
for impinging electrons with kinetic energy below ∼20 eV. This is illustrated
in Figure 8.22 where the electron energy distribution curves are measured
for primary electron energy ranging from 4 to 200 eV [108]. These curves are
typically measured with semi-hemispherical electron analysers or low energy
electron diffraction devices. The reflectivity at low electron energy of clean
polycrystalline copper (i.e. sputtered copper) is ∼20% [109].

For the purpose of modelisation of the BIEM and e-cloud, the SEY curve can
be described by the sum of true secondary electrons and reflected electrons as a
function of energy of the primary impinging electrons, Ep [110–112]:

𝛿(Ep) = 𝛿true(Ep) + 𝛿elastic(Ep) (8.7)

where the contribution of ‘true’ secondary electrons is given by Eq. (8.8) with
s≈ 1.35, 𝛿max as the maximum of the SEY curve, and Emax as the primary energy
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Figure 8.22 Electron energy distribution curves for different primary electron energies, Ep: (a)
3.7 eV, (b) 11 eV, (c) 112 eV and (d) 212 eV. Source: Reprinted with permission from Cimino and
Collins [108], Fig. 1. Copyright 2004, Elsevier.

corresponding to 𝛿max:

𝛿true(Ep) = 𝛿max

s
Ep

Emax

s −
(

1 +
Ep

Emax

)s . (8.8)

Figure 8.23 shows the curves for Cu obtained with Eq. (8.8) for Emax = 250 eV
and 𝛿max = 2.2, 1.7, and 1.2. As shown, when the maximum SEY is decreased, not
only the amount of multiplied electrons is decreased, but also the energy range of
the primary electrons that could be multiplied. When 𝛿max = 2.2, the SEY is larger
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Figure 8.23 SEY curves of Cu, computed with Eq. (8.8), for several values of 𝛿max.

than 1 for primary energy range up to 3 keV; however, when 𝛿max = 1.2, the energy
range of multiplied primary electrons is reduced to the range of 100–700 eV.

8.3.7 Effect of Incidence Angle

When decreasing the incidence angle, the SEY increases due to the electron pro-
duction closer to the surface. Introducing the angle 𝜃 with respect to the surface
normal, the parameters 𝛿max, Emax, and s may vary [113]:

𝛿max(𝜃) = 𝛿maxe0.4(1−cos 𝜃) (8.9)
Emax(𝜃) = Emax × (1 + 0.7(1 − cos 𝜃)) (8.10)

s(𝜃) = s × (1 − 0.18(1 − cos 𝜃)) (8.11)

In magnetic field-free regions, the azimuthal distribution of the true secondary
electrons follows the Beer–Lambert law but the reflection of the elastic electrons
is specular.

The contribution of the ‘elastically’ reflected electrons as a function of imping-
ing electron energy is given by [112]:

𝛿elastic(EP) = R0

(√
EP −

√
EP + 𝜀0√

EP +
√

EP + 𝜀0

)2

(8.12)

with R0, the reflectivity for electron impinging the surface close to zero energy
(R0 ∼ 0.6), and 𝜀0 the negative step potential onto which the plane wave–electron
wave function is incident (𝜀0 ∼ 150 eV). Figure 8.24 shows the relative contribu-
tion to the total SEY (Eq. (8.7)) of ‘true’ and ‘elastic’ secondary electrons. The
contribution of reflected electrons is important for primary energies below 10 eV
and negligible above 50 eV.

8.3.8 Insulating Materials

Insulating materials are widely used in vacuum chambers. Their SEY values are
much larger than for metals (see Table 8.2). The bakeout may result in the SEY
increase [114].
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Table 8.2 Maximum SEY of some insulators.

As received Baked to 350 ∘C

Material 𝜹max Emax [eV] 𝜹max Emax [eV] References

Quartz 3.0 370 3.2 405 [114]
Alumina 97.6% 5.7 935 8.2 1150 [114]
Alumina 97.6% 3.6 695 5.75 1000 [114]
Alumina 100% 4.6 1090 — — [114]
Sapphire 4.2 755 — — [114]

Alumina 4.7 600 — — [115]
7.2 850 — — [116]
7.8 1400 — — [117]
9 2000 — — [118]

Polytetrafluoroethylene (PTFE) 1.5 400 — — [117]
2.25 375 — — [119]
3.0 300 — — [120]

Polyethylene (PE) 1.6 500 — — [117]
2.4 270 — — [119]
2.9 250 — — [121]

Machinable ceramics (SiO2–
B2O3–Al2O3–ZnO–MgO–F
system)

2.3 800 — — [117]
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It should be noted that isolators are very sensitive to both production process
and experimental conditions and, therefore, the results are varying significantly
from one research group to another.

Insulating materials can be charged under electron bombardment. This makes
studying their SEY quite difficult. While in the machines the charged insulator
can be acting as a potential source of electrons and stimulating beam instabilities.

Therefore, ceramic components should be avoided in locations of possible elec-
tron multipacting or at least to be screened from SR and primary electron bom-
bardment.

8.4 How the BIEM and E-Cloud Affect Vacuum

It was already mentioned earlier that electrons can be accelerated by the bunch
charge, gain energy of up to a few hundred electron volt, and hit the vac-
uum chamber wall, not only producing other secondary electrons but also
inducing ESD.

Therefore, the gas dynamics balance equations in Chapters 5 and 6 include the
gas desorption term q, which consists of three main sources, thermal desorption,
PSD, and ESD:

q
[

molecules
s⋅m

]
= 𝜂tF + 𝜂

𝛾
Γ + 𝜂eΘ (8.13)

To estimate the BIEM and e-cloud effects on vacuum, one needs to obtain

• the electron flux Θ [e−/(s⋅m)],
• the (average) energy of hitting electrons ⟨Ee⟩ [eV], which is required to estimate

the ESD yields (𝜂e),
• how well the surface was conditioned with SR and photoelectrons before the

electron multipacting has been triggered on.

8.4.1 Estimation of Electron Energy and Incident Electron Flux

The e-cloud modelling code input includes a selected set of parameters such as
PEY, SEY, gas density, and charge particle beam characteristics. The results of the
modelling provides an intensity of BIEM and an e-cloud density distribution.

To calculate ESD for gas dynamics, we can use either the electron energy dis-
tribution, 𝜃(E):

qESD =
N∑

i=1
(𝜂e(Ei)Θi(Ei)), (8.14)

or the average power dissipation of multipacting electrons to the walls of vacuum
chamber,  [W/m], and the average energy of hitting electrons ⟨Ee⟩. The use of
the average electron energy, ⟨Ee⟩, is sufficient to calculate the effective electron
flux Θ from the electron power  . Considering a linear dependence of ESD yields
with the electron energy in the range 50 eV<E< 1 keV (see Chapter 4).
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Since the power is



[W
m

]
= Ie

[ A
m

]
U[V] = Θ

[ e−
s⋅m

] ⟨Ee⟩[eV], (8.15)

then the effective electron flux per meter of vacuum chamber length can be cal-
culated as

Θ
[ e−

s⋅m

]
=



[
W
m

]
⟨Ee⟩[eV]qe[C]

. (8.16)

Then the ESD per meter of vacuum chamber can be calculated:

qESD = 𝜂e(⟨Ee⟩)Θ. (8.17)

If the average electron energy is not provided, it can be estimated as follows. The
time-averaged electric field  of the beam with a Gaussian profile can be given in
SI units by

(r) = I
2𝜋𝜀0cr

(
1 − e−

(
r
𝜎r

)2)
(8.18)

where I is the proton beam current; 𝜀0 = 8.85× 10−12 [F/m] is the permittiv-
ity of free space; c is the speed of light in vacuum; 𝜎r is the r.m.s. beam size,
𝜎r =

√
𝛽𝜀n∕𝛾 ; and r is the distance from the centre of beam. However, a peak

electric field (in the presence of bunch of particles) is a factor T/𝜏 higher than an
average electric field value (here 𝜏 is the bunch length and T is the bunch spacing):

peak(r) =
I

2𝜋𝜀0cr

(
1 − e−

(
r
𝜎r

)2) T
𝜏

(8.19)

The electrons are accelerated towards the beam when bunch is present and are
drifting between bunches. Thus, the electron can gain the energy up to

Emax =
∫

a

0
peak(r)dr = I

2𝜋𝜀0c
T
𝜏 ∫

a

0

⎛⎜⎜⎝
1 − e−

(
r
𝜎r

)2

r

⎞⎟⎟⎠ dr. (8.20)

The electron incident energy varies in the range 0<Ee <Emax.
Integration of Eq. (8.20) can be performed numerically (see, for example, the

procedure employed in Chapter 9) or analytically with Euler gamma functions:

Emax =
∫

a

0
peak(r)dr = I

4𝜋𝜀0c𝜎r

T
𝜏

×

(
log

((
a
𝜎r

)2
)

+ Γ

(
0,
(

a
𝜎r

)2
)

+ 𝛾

)
; (8.21)

here, Γ(0, z) is the incomplete Euler gamma function, Γ(0, z) = ∫
∞

z x−1e−xdx and
𝛾 is Euler’s constant, 𝛾 ≈ 0.577 216.

Then the average electron energy, ⟨E⟩, can be calculated from numerical result
or artificially set to ⟨Ee⟩ = Emax/2.
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8.4.2 Estimation of Initial ESD

When there is no SR in a designed particle accelerator, then the ESD results from
Chapter 4, from literature, or from new dedicated experiments are applicable
directly.

In the presence of SR, most commonly, the start-up scenario of a machine
allows sufficient time for tuning and commissioning. This means that the machine
operates with low beam current, with SR emitted in the bends, irradiating and
conditioning (or scrubbing) the beam pipe walls, but operates with beam param-
eters below the BIEM threshold. Thus, the beam pipe is conditioned with direct
and reflected SR (see Figure 8.25). The SR conditioning will reduce both PSD and
ESD yields (see Chapters 4 and 5). Furthermore, the SR conditioning reduces PEY
and SEY. The conditioning effect can also be enhanced by photoelectrons that
bombard the area of the beam pipe, which is not irradiated by direct SR; however
the magnetic field can redistribute or trap these photoelectrons along the field
lines [51, 122]. Therefore, the beam chamber conditioning is non-uniform around
the beam pipe cross section but more efficient on a directly irradiated area than
where the reflected photons and photoelectrons can reach. Also, the conditioning
effect is non-uniform along the beam path (see Figures 4.31–4.33), and the inten-
sity of SR directly irradiating the vacuum chamber reduces with distance from the
source (a dipole, a wiggler, an undulator, or a quadrupole); therefore, the vacuum
chamber, at and near, a dipole is conditioned more intensively than the parts of
straight vacuum chamber at a larger distance from a dipole. For a detailed study,
the use of ray and electron-tracing codes (see Section 2.5) are mandatory to com-
pute and estimate the pre-conditioning effect during the start-up of a machine.

Thus, during the machine start-up, when reaching the BIEM threshold in the
machines with SR, the initial ESD must be lower than in the machines without SR.
The main problem is to estimate how strong this effect is. The ESD yield data were
discussed in Chapter 4. The ESD is proportional to ESD yield 𝜂e, the number of
electrons hitting the walls in unit of time (the electron fluxΘ [e−/(s⋅m)]). The ESD
yield increases with incident electron energy Ee. Like the PSD, the ESD reduces
with both an integral photon and electron dose.

As a very simplistic estimation, one can use the assumption that the ESD yield
(for any fixed electron energy) will be reduced with SR photon dose proportion-
ally to the PSD yield: i.e. when PSD yield was reduced with SR conditioning by
a factor 100, then it is reasonable to expect that ESD yield may also be reduced
by a factor 100. That means that the lower the SR photon flux at the surface, the

BeamSR

Reflected SR

Reflected SR

Reflected SR

Beam chamber

Directly
irradiated

area

Figure 8.25 A beam
chamber irradiated with
direct and reflected SR.
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higher the initial ESD yields will be when the BIEM is triggered: i.e. the highest
ESD yields will be expected at the locations where there is the lowest SR intensity
or no SR.

Then the terms in Eq. (8.13) can be compared to each other. If ESD is com-
parable or larger than the thermal and PSD, then in the gas dynamic model the
significant attention should be paid to the ESD term, 𝜂eΘ, to check how much
the gas density will increase due to BIEM. The pressure profile may dramatically
change, and optimum pumping arrangement for PSD may become not ideal to
cope with ESD.

One should pay attention that the electron energy depends on beam and
beam train parameters. Beam current may increase by increasing the number of
bunches or/and by increasing the number of particles in each bunch.

– Increasing the number of bunches increases the electron flux Θ but does not
affect the average energy of hitting electrons Ee; thus the beam current will
cause a linear increase in ESD.

– Increasing the number of particles in each bunch increases the average
energy of hitting electrons Ee, which leads to higher ESD yield and may also
result in higher SEY (for Ee <Emax, Emax = 150–650 eV for flat surfaces and
Emax = 900–1000 eV for rough surfaces), which, in turn, lead to a higher
electron flux Θ. In this case, the ESD increase with beam current may be to a
power larger than 1.

The ESD can significantly increase the gas density in the beam vacuum cham-
ber; a higher gas density, in turn, will increase the gas ionisation rate by the
beam particles, contributing into electron production for the e-cloud build-up
and change e-cloud density to unacceptably high value.

That should be considered during the vacuum system design (to provide bet-
ter pumping or apply different BIEM and e-cloud mitigation techniques) and
machine conditioning scenario. Such work was reported, for example, for LHC
[123] and ILC [45].

8.5 BIEM and E-Cloud Observation in Machines

8.5.1 Measurements in Machines

The study and characterisation of BIEM and e-cloud in machines is obviously
of great importance during the design phase of a machine and during its com-
missioning and operating periods. Many observables, which can be used by the
engineers and scientists for the analysis of BIEM and electron cloud, are available
in the control room. They can be related to the measurement of beam properties
such as the beam and bunch current lifetimes, emittance growth, beam insta-
bilities (usually in the vertical plane since the majority of a synchrotron is built
of dipole magnet), energy and particle losses, etc. This information is mainly
available via specific beam instrumentation systems. The impact of BIEM and
e-cloud can also be observed with other technical systems such as pressure rise
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Figure 8.26 A typical signature of electron cloud observed on a bunch intensity fixed display
of the CERN Large Hadron Collider (fill 4088, 29 July 2015).

in a vacuum system, energy deposition on a cryogenic system, beam energy loss
compensated by the radio frequency system, etc.

Figure 8.26 shows a typical signature of e-cloud observed with a bunch current
monitor at the CERN LHC with injection energy of 450 GeV during a beam con-
ditioning campaign. During this run, the machine was filled with 1596 bunches in
both beams, Beam 1 and Beam 2. After extraction from the Proton Synchrotron
(PS) injector, the proton bunches are separated by 25 ns and grouped into a batch
of 72 bunches each. Two batches are then injected from the PS into the Super
Proton Synchrotron (SPS) to form a train. Then, 12 bunches are injected into the
LHC followed by 11 trains of 144 bunches each. As shown by the fast beam cur-
rent transformer, the bunch intensity is drastically reduced along each batch from
1.2× 1011 protons per bunch (the nominal value) to 5× 1010 protons per bunch.
This reduction is due to the presence of an e-cloud into the LHC ring as sup-
ported by the measurement of a heat load onto the 5–20 K cryogenic system of
∼0.5 W/m per aperture (∼22 kW around the ring!). To be noticed, in the lower
plot for Beam 2, is the smaller reduction of bunch intensity in the last three freshly
injected trains from bunch number 2500 onwards.

The impact of BIEM and e-cloud can be seen also on the beam emittance as
shown in Figure 8.27. Due to the dipole field, the emittance blow-up is limited to
the vertical plane (lower plots). Along the batch, the first bunches are not affected
by the e-cloud, but rather the ones at the end producing a typical triangular shape
along each train. To be noticed also is the absence of vertical emittance blow-up
for last three freshly injected trains into Beam 2.
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Figure 8.27 A typical signature of electron cloud observed on a horizontal and vertical
emittance fixed display of the CERN Large Hadron Collider (fill 4088, 29 July 2015).

8.5.1.1 Vacuum Pressure
The observation of BIEM and electron cloud is usually associated with a pressure
increase. Depending on the electron flux to the wall, the kinetic energy of the
bombarding electrons, and the nature of the surface, the observed pressure
increase can significantly vary. Moreover, since the BIEM is a non-linear
mechanism, the pressure increase usually changes with the beam structure from
which a threshold is a typical signature. Figure 8.28 shows the pressure threshold
observed in PEP-II due to BIEM in the vacuum chamber [124].

The BIEM and e-cloud mechanism is a strong function of the beam structure;
therefore strong impact on the associated pressure rise can be observed [21].
Below a given bunch intensity, BIEM cannot be triggered due to the low energy
of the electrons. So, in this case, the gas dynamics is not dominated by other
desorption processes (induced by, e.g. photons or ions), and there is no or little
pressure increase. Increasing further the bunch intensity, above a given thresh-
old, a sudden pressure increase appears due to ESD induced by the BIEM process.
If the bunch intensity is kept constant but the amount of bunches is increased,
the pressure increases linearly with the number of bunches. On the other hand,
if the distance between bunches is increased, the pressure rise associated with
the BIEM is reduced. However, a large time lag between bunches (a few 10 μs)
is needed to clear completely the BIEM, thereby the associated pressure rise.
A much better mean than increasing the bunch distance to clear the associated
pressure rise in magnetic field-free region is the wrapping of a solenoid around
the vacuum chamber. Figure 8.29a shows a solenoid wrapped around the LHC
beam pipe. During the LHC commissioning, as shown on Figure 8.29b, a pressure
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Figure 8.28 A typical non-linear pressure rise due to BIEM in a vacuum chamber. Source:
Seeman et al. 2000 [124], Fig. 4. Reprinted with permission of CERN.

increase up to 10−8 mbar was observed around the experimental areas despite
the distance between the bunches was 150 ns. Since the two beams circulate in
opposite direction in the common beam pipe, the effective distance between the
bunches is reduced at specific locations. When applying a solenoidal field of 20 G,
this pressure increase was reduced in the 10−10 mbar range. The observed pres-
sure reduction was due to the suppression of BIEM. However, it must be stressed
that, despite this method is highly effective to suppress the BIEM, it does not
affect the surface state of the vacuum chamber itself. Therefore, if the solenoidal
field is switched off, the BIEM and the associated pressure rise occur again.

8.5.1.2 Vacuum Chamber Wall Properties
In the last decades, several specific diagnostics tools have been designed to study
in detail not only the impact of BIEM and e-cloud on the beam itself but also the
interaction of the phenomena with the vacuum surface itself in a real machine
environment.

The exposure of different types of samples to the irradiation of direct SR or elec-
trons was realised in several laboratories around the world [62, 125–129]. These
studies allowed monitoring in detail the variation of important surface parame-
ters for the understanding of the BIEM and e-cloud such as the SEY, the photon
reflectivity, and the PEY.

Figure 8.30 shows a typical arrangement of such a system for the in situ
measurement of SEY [125]. During the machine operation, the Cu sample was
placed at the bottom of the beam pipe, while SR was irradiating the side of
the wall. When the irradiation stopped, the sample can be moved upwards
the SEY monitor for the SEY measurement. During each SEY measurement,
electrons from the gun probe the sample with scanning kinetic energy from
10 eV to 3 keV. The accumulated dose is of the order of 1 nC/cm2 in such a way
that any reduction of the SEY due to electron gun bombardment during the
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Figure 8.29 (a) A solenoid wrapped around the LHC beam pipe. (b) Observed pressure
reduction when a solenoidal field of 20 G is applied. Source: Bregliozzi et al. 2011 [21], Fig. 7.
Reprinted with permission of CERN.

measurement process can be neglected. With this device, the SEY is obtained
by the simultaneous measurement of the sample drain current ID and by the
collected secondary electron current of a Faraday cup (or Cage) placed in front
of the sample, IF . The sample is negatively biased (−50 to −90 V) to expel the
secondary electrons and the caged positively biased to attract these electrons.
The SEY is then given by Eq. (8.5).
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exposes the sample to the
electron cloud or to the SEY
measurement device located on
the upper part. Source: Reprinted
with permission from Baglin et al.
[125], Fig. 3. Copyright 2001, CERN.

Figure 8.31 shows the result of beam exposure to technical surfaces of accel-
erator machines. Figure 8.31a presents a network of SEY curves as a function of
the dose of the incident particle. In this case, a CERN LHC Cu co-laminated-type
sample was exposed to photoelectrons produced by SR and accelerated towards
the sample to 100 eV [125]. Figure 8.31b shows the SEY curves of a TiN-coated
sample exposed to the photoelectrons and electron cloud generated during two
months by the positron beam of the PEP-II low energy ring (LER). The accu-
mulated electron dose was estimated to be ∼40 mC/mm2 [127]. In both cases, a
reduction of the SEY curve under conditioning is noticed. In the laboratory, simi-
lar modifications of the SEY curve were also observed when directly bombarding
the sample with electrons produced with a gun [55, 96].

A typical plot of 𝛿max during beam conditioning is shown in Figure 8.32 for
an unbaked Cu co-laminated sample obtained from LHC beam screen material.
In this particular case, the photoelectrons produced on the horizontal plane by
the incident SR were attracted towards the sample by biasing it. Doing so, any
artefact, due to the presence of an electron gun irradiating directly a sample
(which might be the case when performing a similar measurement in the lab-
oratory), is avoided. It is shown that the maximum of the SEY curve decreases
as a function of electron dose. A value of 𝛿max ≈ 1.2 being reached after an elec-
tron dose of ∼10 mC/mm2. A closer look at this figure indicates that the condi-
tioning efficiency varies with the beam energy. The reduction of the maximum
SEY is attributed to the graphitisation of the native oxide and carbide layers,
as demonstrated in a dedicated X-ray photoelectron spectroscopy study. In this
study the conversion of the C1s bond from sp3 to sp2 was pointed out together
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Figure 8.31 (a) Reduction of the SEY curve as a function of photon dose when photoelectrons
are accelerated to 100 V. (b) Reduction of the SEY curve after two months operation of the
PEP-II LER. Source: Reprinted with permission from Pivi et al. [127], Fig. 8. Copyright 2010,
Elsevier.

with a higher conditioning efficiency for electrons with kinetic energy larger than
50 eV [55, 130]. Indeed, pure sp2 carbon (or highly oriented pyrolytic graphite)
has 𝛿max ≈ 1.

From these measurements, the SEY curves were fitted by Eq. (8.14) according
to Eqs. (8.5) and (8.2). The result is depicted in Figure 8.33 for Cu-co-laminated
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Table 8.3 Parameters for the description of the SEY curve of as-received and conditioned
Cu-co-laminated material.

State 𝜹max Emax [eV] s a 𝝈 [eV]

As-received 2.24 220 1.401 0.560 36.8
Conditioned 1.18 200 1.329 0.360 27.0

where the as-received and conditioned SEY curves are shown on (a) and (b),
respectively. The error bars are defined by 3𝜎 across the different measured sam-
ples, where 𝜎 is a standard deviation:

𝛿(E) = 𝛿max
E

Emax

s

s − 1 +
(

E
Emax

)2 + a exp
(
− E2

2𝜎2

)
. (8.22)

Table 8.3 shows the result of the fitting process across five samples measured
in the as-received and conditioned states. It can be seen that the conditioning
process could induce a slight modification of the parameters possibly due to the
graphitisation of the surface.

8.5.1.3 Specific Tools for BIEM and Electron Cloud Observation
Besides the characterisation of SEY and PEY surface parameters with dedicated
devices, instruments designed to observe the BIEM and e-cloud have been devel-
oped and installed in numerous machines around the world [129, 131–141]. Most
of the instruments are based on electron flux measurement at the vacuum cham-
ber wall in a way to derive properties of the e-cloud. In this section, we will discuss
only a few fundamental instruments, which can be easily integrated in a vacuum
system.
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Figure 8.33 (a) Fit to as-received Cu-colaminated sample. (b) Fit to conditioned
Cu-co-laminated sample. Source: Reprinted with permission from Baglin et al. [125], Fig. 5.
Copyright 2001, CERN.

The simplest detector is a button pick-up (of a few 10 mm in diameter), which
allows the measurement of an electron current. When directly facing the beam,
the pick-up is non-shielded. A wideband beam signal can be recorded with a
scope. This signal indicates the presence of a beam and can be used as a trig-
ger if needed. When shielded from the beam, the pick-up measures a current
proportional to the electron cloud density. Such pick-ups are installed behind a
grounded RF shield made of slots or round holes with size in the mm range. Typ-
ical transparency of the RF shield is in the range 10–40%, a compromise between
the electron collection efficiency and induced perturbation on the BIEM and
e-cloud. The button pick-up is positively biased in order to collect the secondary
electrons produced at the button by the incoming electrons originating from the
e-cloud. About+50 V was applied in practice to cancel the effect on the measured
current due to secondary electrons produced at the button pick-up. For illustra-
tion, Figure 8.34a shows a shielded button pick-up and, Figure 8.34b, a signal
induced by the passage of the beam in front of a non-shielded pick-up (strip line)
and a shielded pick-up (BPU2) signal induced by an e-cloud [137, 142]. In this
example, the distance between successive bunches can be measured (25 ns) and
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the number of bunches needed to reach a quasi-equilibrium for the e-cloud is 15.
In steady state, collected electron current is typically in the range 0.1–10 μA.

Another important instrument is the Retarding Field Analyser (RFA) (see
Figure 8.35a) [143]. This instrument allows measuring the energy spectra of the
electrons extracted from the electron cloud. In this case, a retarding voltage is
inserted between the grounded RF shield connected to the vacuum chamber
wall and the collector held at ∼+50 V. When the voltage of the analysing grid
is set at a potential V g , only the electrons whose energy is larger than V g can
cross the grid and reach the collector. During the measurement, the voltage
of the analysing grid is sweep from 0 to ∼−500 V and the collected current
is differentiated with respect to the grid voltage to obtain the electron energy
spectra. In order to reduce the noise induced by the capacitive coupling between
the variable voltage grid and the collector, a grid held at ground can be placed
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Figure 8.35 (a) Retarding Field Analyser. (b) Electron energy distribution of an electron cloud.
Source: (a) Reprinted with permission from Laurent and Iriso Ariz [143], Fig. 2a. Copyright 2003,
CERN. (b) Reprinted with permission from Pivi et al. [127], Fig. 16. Copyright 2010, Elsevier.
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around the collector. For further noise reduction, another grounded grid can be
placed between the vacuum chamber’s RF shield and the retarding grid. Typical
transparencies of mesh grids range from 50 to 90%. In upgraded versions, the
collector is replaced by a multichannel plate to increase the detection sensitivity.
The energy resolution of the electron spectra can also be upgraded by adding
a fifth grid and using an etherodine technique similar to the one used in LEED
technology to perform Auger studies [144]. In all cases, when all the grids are
grounded, the instrument can be used in electron current detection mode in a
similar way to a shielded button pick-up. Figure 8.35b shows a typical electron
energy distribution measured by an RFA exposed to e-cloud. The distribution is
peaked at low energy (∼5 eV) and most of the electrons have an energy below
50 eV. Finally, when operating the RFA at large negative voltage (∼−1 kV), i.e.
detecting electrons kicked near the beam, the device can also be used to estimate
the e-cloud density around the beam [139]. One must stress that this last mode
of detection is of paramount importance for the machine designer since above
a given e-cloud density threshold, in the range of 1010–1012 e/m3, an accelerator
machine can be strongly unstable.

As explained previously, the BIEM and e-cloud are sensitive to magnetic fields.
For this reason, specific diagnostic tools have been designed to collect electron
current with a spatial resolution. A typical detector is made of ∼1-mm-wide Cu
strips. These strips were deposited on an insulating substrate, e.g. MacorTM, or
a lithographed Kapton foil with ∼1 mm pitch. Typical collected current ranges
from 20 nA to 20 μA [132]. Figure 8.36 shows typical electron current signals
obtained with a multi-strip detector [129, 142]. In this case, the detectors are
placed in the lower part of the vacuum chamber. As shown, a spatial resolu-
tion in the mm range can be achieved. The signal measured in a vertical dipole
field is shown on Figure 8.36a for 9× 1010 particles per bunch. Above ∼20 Gs, the
electrons are guided along the magnetic field lines. At low bunch current, the
electron signal is centred in the vacuum chamber. Above ∼5× 1010 particles per
bunch, two stripes appears. The distance between the two signals is a function
of the bunch current. The larger the bunch current, the larger the kick received
by the electron. Increasing further the bunch density above ∼1.3× 1010 particles
per bunch, a third stripe appears in the centre of the vacuum chamber. Therefore,
in a dipole field, the electron bombards the vacuum chambers in the horizontal
and vertical planes at four distinct positions, which are a function of the bunch
density. In the CERN LHC, the two stripes are separated by 20 mm with nominal
bunch density (1.1× 1010 protons per bunch). The signal measured in a quadruple
field is shown on Figure 8.36b where only the lower part of the vacuum chamber
is shown. In this case, the electrons are also guided along the magnetic field lines.
Thus, the electrons bombard the vacuum chamber walls at four pole locations.

Other tools are available for specific studies to understand the interplay of
the e-cloud with the vacuum chamber wall. An RFA coupled with a ‘sweeping’
electrode can monitor the electron density during the bunch passage and after
its passage [136, 145]. Calorimetry is performed by pick-ups or liner chambers
[146, 147]. The study of the multipacting mechanism can be performed with res-
onant standing wave coaxial set-up [148, 149].
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Figure 8.36 Typical electron current signals obtained with a multi-strip detector.
(a) The signals measured in a dipole field. (b) The signal measured in a quadrupole field.
Source: (a) Reprinted with permission from Jimenez et al. [142], Fig. 22b. Copyright 2002,
CERN. (b) Reprinted with permission from Jimenez et al. [129], Fig. 7. Copyright 2005, American
Vacuum Society.

8.5.2 Machines Operating at Cryogenic Temperature

With the increasing use of superconducting magnets or RF cavities in machines
around the world, there is more and more interest to understand the interplay
between the vacuum system operating at cryogenic temperature and the BIEM
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and e-cloud. This is the case of, e.g. RHIC, LHC, and future machines such as
SIS100, FCC-hh, or CPPS.

8.5.2.1 Surface Properties at Cryogenic Temperature
At cryogenic temperature, the vacuum chamber wall is usually held at temper-
ature close to the liquid helium boiling temperature (i.e. 4.2 K). In this regime,
as discussed in Chapter 7, the vacuum chamber wall acts as a pumping surface.
Thus, gas molecules are physisorbed or condensed on the wall. Thereby the
behaviour of the vacuum system is significantly modified; see, e.g. [150, 151]. The
nature of the adsorbed molecules onto the surface is a function of the vacuum
chamber material and its temperature. For smooth and metallic surfaces,
hydrogen is adsorbed below 20 K; methane, nitrogen, and carbon monoxide,
below 40 K; carbon dioxide, below 80 K; and water, below 190 K. The sticking
probability of the molecules is a function of the vacuum chamber material, its
temperature, the surface coverage, and the kinetic energy of the molecule. As it
will be shown below, the surface temperature, with the presence of adsorbate,
has significant impact on the BIEM and e-cloud through the modification of the
photoelectrons and secondary electron properties.

For surface coverage below 1016–1017 molecules/cm2, the PEY of a stainless
steel surface held at cryogenic temperature irradiated at perpendicular incidence
with SR of 200 eV critical energy does not differ as compared to room temperature
(i.e. ∼10−2 e−/photon). For much larger surface coverage, the PEY decreases by 1
order of magnitude. However, the photo-interaction with thick layers of CH4 and
CO induces a charging of the condensate, which results in a slight enhancement
of the PEY [152].

At cryogenic temperature, the SEY of an as-received Cu surface is not modified
as compared to room temperature. Figure 8.37 shows the SEY behaviour of an
LHC Cu-co-laminated beam screen sample held at room temperature and at 9 K.
As shown on Figure 8.37a, the SEY at 200 eV as a function of electron dose is very
similar for cryogenic and room temperatures. Similarly, to Figure 8.32, the SEY
value reduces to 1–1.2 for an accumulated dose of about 10 mC/mm2 [153]. The
SEY curve at 9 K is very similar to the one at room temperature with a maximum
around 250 eV [58].

However, when thick layers of gas are condensed onto the surface, i.e. above
a monolayer, the SEY is strongly modified. Figure 8.38 shows the evolution of
the SEY when water is adsorbed at 77 K onto a sputter-cleaned Cu-baked sample
[154]. The left curve shows that the water adsorption on a baked sample modi-
fies drastically the SEY. At 200 ML, i.e. a thickness of ∼80 nm, the benefit of the
bakeout (Figure 8.17) is fully lost and the SEY properties of an unbaked sample
is recovered (Figure 8.16). The right curve shows the maximum SEY saturates at
2.3 above 160 ML of condensed water. About 10 ML of adsorbed water are suf-
ficiently large to modify drastically the BIEM and e-cloud phenomena, thereby
deeply perturbing the operation of a machine.

In fact, as illustrated in Figure 8.39, only a few monolayers of any condensable
gases modify the SEY curve of a surface [155]. The left curve shows the evolution
of the maximum SEY of a Cu surface held at 4.7 K as a function of the amount
of CO2 and N2 monolayers. When a monolayer is adsorbed on the surface, the
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Figure 8.37 (a) SEY at 200 eV as a function of electron dose of a Cu sample held at room
temperature and 9 K. (b) SEY curve of a Cu sample held at 9 K. Source: (a) Reprinted with
permission from Baglin [153], Fig. 2. Copyright 2017, Elsevier. (b) Reprinted with permission
from Cimino and Collins [108], Fig. 3. Copyright 2004, Elsevier.

maximum SEY, 𝛿max, of the as-received surface is reduced by 0.4–0.6 unit. Above
10 ML, the value starts to level off around 1.7–1.9 for N2 and CO2. The right curve
shows the evolution of the maximum SEY of condensed CO for different sub-
strates (aluminium, copper, and electropolished copper). Again, the as-received
SEY, 𝛿max = 1.7–3, for the different technical surfaces, is modified as soon as a
monolayer is adsorbed on the surface. Above 10 ML, the maximum SEY of con-
densed CO saturates at 𝛿max = 1.3. For CH4 (not shown), the SEY saturates at
𝛿max = 1.5.
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Figure 8.38 (a) SEY curve of water condensed on a sputter cleaned Cu baked sample held at
77 K. (b) Maximum SEY as a function of the number of water monolayer. Source: Reprinted
with permission from Baglin et al. [154], Figs. 6 and 7. Copyright 2000, CERN.

The presence of adsorbed gas onto a surface strongly modifies also the
electron-stimulated molecular desorption yield [156]. Figure 8.40 gives the
ESD yield of H2 and CO condensed on a baked Cu sample held at 4.2 K and
bombarded by 300 eV electrons [157]. For a few monolayers of gas condensed on
the surface, the molecular desorption yield equals 400 H2/e and 5 CO/e. Values
for CH4 and N2 are similar to CO, whereas CO2 is constant along the studied
range and equals 0.3 CO2/e. When bombarded with electrons of 40 eV, the yields
are roughly 1 order of magnitude lower.

Similarly to the case of photon irradiation, the values of electron desorption
yields of condensed gases are much larger than the intrinsic desorption yield of
the surface.
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Figure 8.39 (a) Maximum SEY of CO2 and N2 condensed on a Cu sample held at 4.7 K. (b)
Maximum SEY of technical surfaces as a function of the number of CO monolayers. Source:
Reprinted with permission from Kuzucan et al. [155], Figs. 9 and 12. Copyright 2012, American
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Thus, the adsorption of gas on a cryogenic surface can significantly modify the
surface parameters of a vacuum system in such a way that the pressure level, the
BIEM, and e-cloud phenomena are affected as illustrated in the next paragraph.
When designing a vacuum system to operate at cryogenic temperature, it is there-
fore of primary importance that all these elements are taken into account and
that all the required precautions are taken to guarantee a nominal operation of
the vacuum system.

8.5.2.2 Observations with Beams
To study the impact of the e-cloud on an LHC-type vacuum system, the COLD
bore EXperiment (COLDEX) was installed in a bypass of the CERN Super Pro-
ton Synchrotron. The cryostat is made of a 2.2-m-long unbaked beam screen
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Figure 8.40 ESD yield of H2 (a) and CO (b) condensed on a baked Cu sample held at 4.2 K.
Source: Reprinted with permission from Tratnik et al. [157], Figs. 5 and 7. Copyright 2007,
Elsevier.

inserted into a cold bore (Figure 8.41). To mimic an LHC-type beam screen, 1% of
the 67 mm inner diameter Cu beam screen is perforated with slots. The slots are
shielded to protect the cold bore from the heat load due to the e-cloud. During
dedicated studies, the experimental set-up can be moved IN to let the LHC type
beams circulating through the device. In the OUT position, the system can be
prepared prior the study: the temperature of the beam screen and the cold bore
can be selected and any condensable gas can be adsorbed onto the beam screen
sample [158].

The interaction of the 25 ns spaced proton bunches with the test system is mon-
itored with total and partial pressure gauges, electron collector, and calorime-
ters. The vacuum gauges are located in the middle of the cryostat at the top
extremity of a room temperature chimney. The bottom extremity of the chimney
is placed at less than one mm from the middle port of the beam screen. It allows
the molecules desorbed from the cryogenic part to be measured by the vacuum
gauges. Electron collectors are placed inside the chimney and behind the beam
screen perforation. These collectors are shielded from the beam by a grid and by
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Figure 8.41 (a) The COLD bore EXperiment (COLDEX) installed in a bypass of the CERN SPS. (b)
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Figure 8.42 Schematic of the COLDEX beam screen calorimetric system.

the slots of the beam screen. As shown in Figure 8.42, the heat load onto the beam
screen (operating at TBS) is measured by temperature sensors, Tup and Tdown
increase, and a flow meter. Calibrated instruments are used. A heater is placed in
front of the flow meter to warm up to room temperature the gaseous helium that
circulates trough the beam screen. A heater wire (not shown) extended along the
beam screen is used to check the calibration. With this method, beam-induced
heat load above 100 mW/m can be measured.

The heat load induced by the proton beam onto the beam screen, Q̇, is given by
the following equation:

Q̇ = ṁ(hHe(Tdown) − hHe(Tup)) (8.23)

with ṁ as the helium mass flow and hHe(Tdown) and hHe(Tup) as the helium
enthalpies at the temperatures of the downstream and the upstream temperature
sensors, respectively.

To evidence the BIEM and e-cloud phenomena, a typical test is used in studying
the impact of the bunch current. As shown in Figure 8.43, when scanning the
number of protons per bunch, a heat load is measured above a given threshold.
This heat load is associated with a pressure increase and currents measured at the
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Figure 8.43 Evidence of a BIEM and electron cloud mechanism by observation of a threshold
effect.

electron collectors. At 1.1× 1011 protons per bunch, a typical pressure increase is
the 10−8 mbar range with a collected current of 20 μA, i.e. an electron activity
inside the beam screen of 25 mA/m. Using simulation codes, it is shown that the
SEY corresponding to the observed heat load is in the range 𝛿max = 1.1–1.2.

Other tests such as applying a solenoid field to mitigate multipacting or modi-
fying the beam structure can also be done to demonstrate the presence of BIEM
and e-cloud in a machine [21].

As explained in Chapter 7, two desorption process are observed at cryogenic
temperature. The primary desorption is due to the desorption of molecules from
the surface of the material, while the secondary (or recycling) desorption is due
to the desorption of molecules physisorbed (or condensed) on the surface of the
material.

During the irradiation process, when an equilibrium pressure Pe is reached,
the primary desorption yield, 𝜂, is measured from the gas flux passing through the
beam screen holes:

𝜂 =
GCΔPe

Θ
(8.24)

where G = 2.4× 1019 is a constant converting mbar l to a number of molecules,
C [l/s] is the conductance of the beam screen holes, ΔPe [mbar] is the pressure
increase at equilibrium, and Θ [electron/s] is the electron flux.

During the whole electron bombardment process, the combination of the pri-
mary and recycling effects are observed. The sum of the primary and recycling
desorption yields, 𝜂′, divided by the sticking probability, 𝛼, is given by Eq. (8.17):

𝜂 + 𝜂′

𝛼

= GSΔP
Θ

(8.25)

where S [l/s] is the pumping speed of the beam screen surface and ΔP [mbar] the
pressure increase.
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If the sticking probability is known, the recycling yield can be derived from
Eqs. (8.16) and (8.17). In the absence of data, it is usually assumed that 𝛼 ≈ 1.

Figure 8.44 shows the measured yields when the beam screen operates at 12 K
and the cold bore at 3 K [158]. The left curve shows the primary electron des-
orption yield of hydrogen as a function of the electron dose. The yield is com-
parable with the results obtained at room temperature. At a dose of 1019 e−/cm2

(i.e. 16 mC/mm2), the primary desorption yield of hydrogen equals 10−3 H2/e−.
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Figure 8.44 Primary ESD of hydrogen (a) and sum of the primary and recycling desorption
yields divided by the sticking probability of the desorbed gases (b) as a function of the
electron dose when the beam screen operates at 12 K. Source: Reprinted with permission from
Baglin and Jenninger [158], Figs. 7 and 8. Copyright 2004, CERN.
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The right curve shows the sum of the primary and recycling desorption yields
divided by the sticking probability. At a dose of 1019 e−/cm2, the sum of the pri-
mary and recycling desorption yields divided by the sticking probability is in
the range 10−3 to 10−1 molecules/e−, which corresponds to a dynamic pressure
in the range 10−9 mbar.

Figure 8.45 shows the pressure increase due to the recycling effect when
1015 H2/cm2 (a) and 5× 1015 CO/cm2 (b) are condensed on the beam screen’s
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Figure 8.45 Pressure increase due to the recycling effect when 1015 H2/cm2 (a) and
5× 1015 CO/cm2 (b) are condensed on the beam screen held at 5 K. Source: Baglin and
Jenninger 2004 [159], Figs. 2 and 3. Reprinted with permission of CERN.
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inner surface held at 5 K [159]. Large pressure increases, in the range 10−8

to 10−7 mbar, were observed. Following Eq. (8.17), one can calculate that
𝜂
′
H2
∕𝛼 = 3 H2/e− and 𝜂′CO/𝛼 = 0.4 CO/e−. A fast flushing of H2 from the beam

screen towards the cold bore within less than 0.01 A h is indeed seen, whereas
a much slower flushing (more than 0.5 A h) for CO with a pressure level of
∼5× 10−9 mbar takes place. As compared to a bare surface, the heat load
increase due to such surface coverage is less than 0.1 W/m.

However, increasing further the surface coverage of CO to 6.0× 1016 CO/cm2,
the heat load dissipated on the beam screen rose to 6 W/m. Due to the slow flush-
ing under electron bombardment of the CO towards the cold bore, this heat load
level was maintained for a beam dose of at least 1.5 A h. The observations reveal
that thick coverage of CO results in large heat load associated with a slow flushing
of gas towards the cold bore.

Figure 8.46 shows the case of 1.5× 1016 CO2/cm2 condensed onto the beam
screen exposed to the electron bombardment due to BIEM and e-cloud
[160]. Under electron bombardment, the condensate is cracked into CO and
O2 molecules. As shown, the gas composition is dominated by CO, whose
pressure level is about 7 times larger than O2 and CO2. It was found that
𝜂
′
CO2

∕𝛼 = 0.01 CO2/e−. As compared to a bare surface, the heat load increase due
to such surface coverage is less than 0.1 W/m [159].

Figure 8.47 shows the consequence of water condensed on the beam screen
when exposed to BIEM and e-cloud [161]. Due to the continuous electron bom-
bardment, the total pressure inside the beam screen decreases during the study
from 10−4 to 10−6 Pa. However, during the first phase (before 100 hours), the heat
load increases up to 8 W/m, while the beam screen was maintained in the range
8–20 K. This increase is attributed to the electron desorption of water from the
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Figure 8.46 CO2 cracking into CO and O2 induced by BIEM and electron cloud. I_28, I_32, and
I_44 in the legend correspond to the residual gas analyser (RGA) reading at 28, 32, and 44 amu.
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Figure 8.47 Total pressure and heat load due to BIEM and electron cloud. Source: Reprinted
with permission from Baglin et al. [161], Fig. 2. Copyright 2004, Elsevier.

unbaked Cu beam screen, which is subsequently physisorbed on the surface mod-
ifying the apparent SEY as shown in Figure 8.38. The accumulation of water on
the surface results from a low recycling yield, i.e. a slow flushing of the desorbed
molecules by the BIEM and e-cloud towards the cold bore. Indeed, a warm-up to
240 K to remove the condensed water from the beam screen followed by a cool
down (at time = 150 hours in Figure 8.47) to nominal value results in the much
lower heat load of 1 W/m.

The condensation of gas can therefore strongly modify the performance of a
cryogenic vacuum system subjected to BIEM and e-cloud phenomena. It can
be associated with pressure rise and heat load increase. During the design and
operation phase of a cryogenic vacuum system, the vacuum engineer shall aim to
minimise the amount of physisorbed (or condensed) gas on the surfaces poten-
tially exposed to electron bombardment. The next section describes the design
and operational choices made the CERN LHC cryogenic vacuum system to mit-
igate the BIEM and e-cloud.

8.5.2.3 The CERN Large Hadron Collider Cryogenic Vacuum System
The CERN LHC is a storage ring bringing into collisions the protons at 14 TeV in
their centre of mass. The superconducting machine is located underground, in a
27 km circumference tunnel, where 1232 bending dipoles of 8.33 T nominal field
and 392 focusing quadrupoles of 223 T/m nominal gradient are installed. The two
counter-rotating beams are located inside two-in-one magnets made of NbTi/Cu
Rutherford-type cables, which operates with superfluid helium at 1.9 K. The ring
comprises 8 arcs of 2.7 km each, made of basic repetitive half-cell of 53.4 m in
length [162].
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The vacuum system consists of a seamless stainless steel cold bore at 1.9 K
into which is inserted a beam screen. This system is the result of several years
of studies [163–165]. The following describes the main items (Figure 8.48)
functions. The beam screen intercepts the beam induced heat loads from
impedance, SR, and electron cloud. As a result, the beam screens temperature
along a half-cell increase from 5 to 20 K, the temperature being controlled with
supercritical helium gas circulating in the cooling tubes. The racetrack shape
optimises the beam aperture while leaving space for the cooling system. Sliding
rings, placed every 0.75 m, ease the insertion of the 16-m-long tube into the cold
bore. Pumping slots are located on top and bottom of the beam screen. The 4.4%
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Figure 8.48 (a) Picture of an LHC beam screen tube and (b) schematic cross section of the LHC
cold bore/beam screen assembly. Source: Reprinted with permission from Baglin [153], Fig. 1.
Copyright 2017, Elsevier.
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beam screen transparency allow to control the gas density level at the desired
value. When desorbed, the molecules can be either cryosorbed on the beam
screen wall or pumped through the holes towards the cold bore where the
saturated vapour pressure of all gas (except helium) is negligible (<10−19 mbar
for H2). The transverse and longitudinal random distribution size of the rounded
pumping slots minimises the electromagnetic leakage towards the cold bore.
The 75-μm-thick Cu layer of the inner surface of the beam screen minimises the
impedance seen by the beam. In case of a transition from the superconducting
to the resistive state, Eddy current circulates into the Cu material. The resulting
‘quench’ force of a few tons are sustained by the non-magnetic stainless steel onto
which Cu is co-laminated. A ‘sawtooth’ pattern on the outer side of the beam
screen intercepts the SR at quasi-perpendicular incidence, thereby reducing the
photoelectron production and the forward scattering of the photons minimising
the amount of electron available for BIEM. In dipole magnets, electron shields
clamped on the cooling tube intercept the electrons, which circulate along the
vertical field lines, protecting the cold bore from BIEM and e-cloud heat load.

The LHC operation started on 10 September 2008 [166]. Unfortunately, on
19 September 2008, an electrical fault provoked the damage of several magnets,
whose repair took 14 months. After a thorough repair and consolidation of the
vacuum system, the LHC reached its design luminosity on 26 June 2016 [21, 153,
167–172].

The first signs of BIEM and e-cloud in the LHC vacuum system were
observed in autumn 2010 during physics operation. As already explained above
(Figure 8.29), a solenoid wrapped around the vacuum chamber demonstrated
the presence of BIEM and mitigated the e-cloud build-up [21]. Until the end of
2012, the machine mainly operated with 50 ns bunch spacing, which limited the
appearance of BIEM and e-cloud in the arc to dedicated studies during which
the bunch spacing was reduced to 25 ns [170, 173].

After the 2013–2014 shutdown, from 2015 onwards, the LHC operated with
25 ns bunch spacing. Therefore, BIEM and e-cloud was routinely observed in
the LHC arcs. Figure 8.49 shows the reduction of the dynamic pressure (a)
and of the maximum SEY (b) observed during the first years of LHC operation
when increasing the total beam intensity. Thanks to this beam conditioning, the
machine could reach its design luminosity in June 2016 ready for full operation
[153].

However, the e-cloud phenomenon in a cryogenic machine remains highly sen-
sitive to the surface state. In particular, the growth of gas on the cryogenic surface
shall be controlled at any time. As illustrated in Figure 8.50 for the LHC case, pres-
sure excursions along the cold beam pipe can occur under some circumstances.
Figure 8.50a shows the impact of an air leak (∼10−8 mbar⋅l/s) into the system dur-
ing a month. During this period, some air can accumulate onto the beam screen
resulting in an increase of the N2 surface coverage up to a monolayer. In this
example, operating the LHC with 1.5 W/m dissipated on the beam screen by the
e-cloud results in a pressure rise above the magnet quench limit. Figure 8.50b
illustrates the consequence of an excess of CO coverage on the beam screen. For
instance, after a magnet quench, the LHC cold bore temperature is increased
up to 30–40 K leading to a redistribution of the condensed gas on the surface
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Figure 8.49 Dynamic pressure (a) and maximum SEY evolution with time (b). Source:
Reprinted with permission from Baglin [153], Figs. 6 and 7. Copyright 2017, Elsevier.

exposed to the BIEM. Thus, without taking any particular precaution, successive
quenches can occur when the machine is operated at its maximum performances.
Indeed, an e-cloud dissipating 1.5 W/m on the beam screen cryogenic can trigger
a magnet quench. As shown, a mitigation occurs to reduce the electron flux on
the vacuum chamber wall. This allows flushing slowly the excess of gas towards
the cold bore without the risk of triggering a quench. In this example, 20 hours is
needed to flush ∼25 ML of gas towards the cold bore. A better solution consists
in warming up the beam screen to thermally flush the excess of gas towards the
cold bore or an external pumping system [174, 175].

This type of event was indeed observed in the sector 16L2 of LHC where an
excess of condensed gas, following an uncontrolled maintenance of the vacuum
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Figure 8.50 Vacuum
transients due to an air leak
(a) and due to large coverage
of carbon monoxide (b).
Source: (a) Reprinted with
permission from Baglin [174],
Fig. 1. Copyright 2005, CERN.
(b) Reprinted with
permission from Baglin [175],
Fig. 7. Copyright 2004, CERN.
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system, triggered magnet quenches and beam dumps. The solution consisted in
using specific beams with longer spaces between bunches to reduce the BIEM
and warming up the sector to allow a proper maintenance of the vacuum system
[176].

8.6 Contribution of BIEM to Vacuum Stability

The effect of ion-induced pressure instability is discussed in Chapter 9. Here we
would like to demonstrate how BIEM may enhance this effect.

The interaction of the e-cloud with the residual gas causes the production
of ions. Well known from the vacuum expert, the hot cathode gauge, which
operates in extreme high vacuum (XHV) and UHV regimes, uses this mechanism
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Figure 8.51 Electron ionisation cross section of some common gases.

to measure the pressure. In this gauge, the residual gas is ionised by the emitted
electrons from a filament. This gauge, for which the electron kinetic energy
is set to ∼100 eV, is designed to optimise its sensitivity by maximising the
ion production cross section according to Figure 8.51 based on data from the
National Institute of Standards and Technology from atomic and molecular
databases [177].

At this stage, it must be underlined that a similar range of electron kinetic
energy is achieved within accelerator vacuum system where BIEM occurs!

The ion flux, I+e , from the residual gas ionisation process due to the electron
cloud is given by

I+e = 𝜎e
P

kBT
LeIe (8.26)

where 𝜎e is the electron ionisation cross section of a given gas species, P is the
pressure, T is the temperature, Le is the ionisation path length, and Ie is the linear
e-cloud flux.

In a hot cathode gauge, the typical ionisation path length is of the order of a
few centimeters. However, in a synchrotron, this length might be significantly
increased by several orders of magnitude and shall be computed for each case.

This ion production rate shall be compared to the ion flux produced by the
circulating beam for, e.g. a proton beam. In this case, the ion flux, I+p , is given by
Eq. (8.19):

I+p = 𝜎p
P

kBT
I (8.27)

where 𝜎p is the proton ionisation cross section of a given gas species and I is the
proton beam current.

Figure 1.1 shows the electron and proton ionisation cross sections for typical
gas species as a function of the beam energy. This cross section depends only on
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the velocity of the ionising particle but neither on its charge nor on its mass. Thus,
I+e
I+p

=
𝜎eLeIe

𝜎pI
(8.28)

Proton ionisation cross sections are in the 10−22 m2 range, whereas electron
ionisation cross sections are ∼100 times larger. Therefore, in the case the elec-
tron ionisation path length is 1 m long and assuming a typical e-cloud flux of
∼0.01 A/m, the contribution of the ion production rate by the e-cloud is very
similar to the ion production rate of a 1 A circulating proton beam.

In the next chapter, we will develop in detail the interaction of the ions with the
vacuum chamber wall and its interplay with the circulating beam. However, we
will simply give here the result of the analysis including the ionisation rate by the
e-cloud.

Under the combination of the (e-cloud and beam) ionisation processes and the
ion bombardment of the vacuum chamber wall, the pressure, P, in a vacuum sys-
tem obtained from the gas balance equation, is given by Eq. (8.21):

P =
Q0 + 𝜂ekBT Ie

qe

Seff

(
1 −

𝜂ion(𝜎pI + 𝜎eLeIe)
qe

) (8.29)

where Q0 is the thermal desorption rate, 𝜂e is the ESD yield, 𝜂ion is the ISD yield,
and Seff is the effective pumping speed.

This equation illustrates the feedback mechanism on the residual gas follow-
ing the molecular desorption stimulated by the ion bombardment due to the
beam–gas and e-cloud–gas ionisation processes on the residual gas. When the
denominator of Eq. (8.21) approach zero, i.e. when the effective pumping speed
cannot cope anymore with the ion production rate, a pressure runaway appears.
Assuming a linear increase of the e-cloud flux on the vacuum chamber wall with
the beam current, Ie = aI, where a is a coefficient, then the critical current, Ic, for
which the pressure runaway becomes unstable is given by Eq. (8.22):

Ic =
Seff qe

𝜂ion(𝜎p + 𝜎eLe)
(8.30)

Thus, the presence of the e-cloud reduces the critical current of a given vacuum
system. In the simple case of beam stacking in a circular machine, 𝛼= 1; therefore,
the critical current is divided by ∼10 for an electron ionisation path length of
10 cm.

This phenomenon was observed in RHIC [67].

8.7 Past, Present, and Future Machines

Since BIEM and e-cloud phenomena can severely limit the operation of a stor-
age rings, the detailed understanding of the interplay of the BIEM and e-cloud
with the vacuum chamber wall is of paramount importance for the vacuum sci-
entist. Significant progresses have been achieved over the last decades, thanks



Table 8.4 Overview of BIEM and electron cloud key parameters for some past, present, and future synchrotrons around the world.

PEP-II low
energy ring

KEKB low
energy
ring DA𝚽NE LHC HL-LHC SuperKEKB

ILC
damping
ring FCC-hh

Particle e+ e+ e+ p p e+ e+ p
Energy [GeV] 3.1 3.5 0.51 7 000 7 000 4 5 50 000
Intensity [A] 2.2 1.7 1.4 0.58 1.12 3.6 0.4 0.5
Luminosity
[Hz/cm2]

3× 1033 2× 1034 5× 1032 1× 1034 5× 1034 80× 1034 n/a 5× 1034

Circumference [km] 2.2 3.02 0.10 26.66 26.66 3.02 3.2 97.75
Nb of bunches 1 658 1 284 120 2 808 2 748 2 500 1 312 10 426
Bunch population 6× 1010 9× 1010 2× 1010 1.15× 1011 2.2× 1011 9× 1010 2× 1010 1× 1011

Bunch spacing [ns] 4.2 7 2.7 25 25 4 554 25
Bunch length [ns] 0.05 0.02 0.1 0.25 0.25 0.02 0.02 0.25
Horizontal/vertical
normalised
emittance [μm⋅rad]

0.049/0.002 0.018/
1.8× 10−4

1/0.01 3.75 2.5 0.003/10−5 5.5/0.02 2.2

Electron cloud
density instability
threshold [m−3]

1× 1012 4× 1011 1× 1013 5× 1011 at
450 GeV

1× 1012 at
450 GeV

3× 1011 4× 1010 4× 1010 at
3 TeV

Vacuum chamber
material

Al Cu Al Cu
co-laminated
on stainless
steel

Cu co-laminated
on stainless steel

Cu/Al Cu Cu
co-laminated
on stainless
steel

BIEM and electron
cloud mitigation
technique

Antechamber,
TiN coating,
solenoid
windings

Solenoid
windings

Antechamber,
clearing
electrodes,
solenoids,
beam
scrubbing,
machine
feedback

Beam
scrubbing,
sawtooth,
TiZrV coating

Beam scrubbing,
sawtooth, TiZrV
coating, a-C
coating

TiN coating,
grooves with TiN
coating, clearing
electrodes,
solenoid
windings,
permanent
magnets,
antechamber

TiN coating,
grooves with TiN
coating, NEG
coating, clearing
electrodes,
solenoid
windings,
antechamber

Laser treated
surface,
antechamber,
sawtooth
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to detailed studies, simulations, and the development of new technologies and
mitigations techniques. Table 8.4 gives an overview of the BIEM and e-cloud key
parameters of several machines around the world, which have dealt, are deal-
ing, or will deal with BIEM and electron effects. And although further studies on
e-cloud mitigation are continued, the modern state of knowledge and technolo-
gies provides sufficient confidence that the new machine can be designed and
built to meet the specifications on the following:

• PEY and SEY to ensure operation of accelerator below the e-cloud thresholds
on the e-cloud density (or the space charge).

• The BIEM power dissipation limit to ensure that cooling capacity of beam
chamber of the beam screen is sufficient for keeping temperature within a
design range and for the stable operation of the cryogenics.

• The gas density due to ESD is below a specified value.
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9.1 Introduction

The ion-induced pressure instability and ion-stimulated desorption (ISD) have
been studied since the start-up of the Ion Storage Ring (ISR) at CERN in 1971.
The circulating high energy particle (protons, positrons, hadrons) can ionise the
residual gas molecules inside the beam vacuum chamber. These ions, accelerated
by the beam space charge, bombard the vacuum chamber walls and stimulate gas
desorption leading to pressure increase (see Figure 9.1). The higher the pressure,
the higher the gas ionisation rate, and consequently, the higher the intensity of ion
bombardment and the further pressure increase. This self-sustaining process can
lead to uncontrollable pressure rises (pressure runaway) that then cause proton
(or positrons or hadrons) beam losses and possible magnet overheating.

The ion-induced pressure instability can be demonstrated by comparing pres-
sure values in the identical electron and positron rings of the ILC damping rings
as a function of the beam current (see Figure 9.2). The residual gas pressure in the
electron ring is proportional to the beam current due to increasing intensity of
synchrotron radiation (SR) and, therefore, due to photon stimulated desorption
(PSD). The same happens in the positron ring at very low beam current. However,
as the current increases, while the pressure remains proportional to the current
in the electron ring, in the positron ring it rapidly increases due to ion-induced
desorption until it runs away at a specific beam current called critical current, Ic.

The phenomenon of pressure instability in proton machines was reported in
Refs. [1–5]. Very interesting cold bore experiments (COLDEXs) were performed
at ISR [6, 7]. A complete study was made by W. Turner concerning the ion des-
orption stability in the superconducting high energy physics proton colliders [8].
The numerical estimations of ion desorption stability are given for the number of
cases relevant to the Superconducting Super Collider (SSC) and Large Hadron
Collider (LHC); later the studies were continued for the LHC [9–14] and the
International Linear Collider Positron Damping Ring [15].

In this chapter we will demonstrate the gas dynamic model describing
ion-induced pressure instability, experimental results that can be used as

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 9.1 Positively
charged beam can ionise a
gas molecule, which is
accelerated by the beam
space charge, bombard the
vacuum chamber walls, and
stimulate the gas desorption
from it.
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Figure 9.2 Comparison of electron and positron dumping rings in the ILC.

the input data for modelling, and some examples for room temperature and
cryogenic machines.

9.2 Theoretical

9.2.1 Basic Equations

The basic equations describing the evolution of the volumetric and surface
gas density in an accelerator vacuum chamber exposed to SR were discussed
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in Chapter 6 for room temperature vacuum chambers and in Chapter 7 for
cryogenic vacuum chambers. These equations are rewritten here to include the
gas ionisation (with a cross section 𝜎) and the ISD (𝜒 and 𝜒 ′ for the primary
and secondary ISD yields, correspondingly), electron-stimulated desorption
(ESD) from, for example, BIEM1 (𝜉 and 𝜉′ for the primary and secondary ESD
yields, correspondingly,2 and Θ for the electron flux to the wall), and thermal
desorption for room temperature systems qt .

Thus, the equation for the volumetric gas density inside a room temperature
vacuum chamber reads

A𝜕n
𝜕t

= 𝜒
I𝜎
qe

n − (𝛼S + C)n + 𝜂Γ + 𝜉Θ + qt + u𝜕
2n
𝜕z2 , (9.1)

and the equations for the volumetric and surface gas density inside a cryogenic
temperature vacuum chamber are

A𝜕n
𝜕t

= (𝜒 + 𝜒 ′(s)) I𝜎
qe

n − (𝛼S + C)n + (𝜂 + 𝜂′(s))Γ + (𝜉 + 𝜉′(s))Θ

+ 𝛼Sne(s,T) + u𝜕
2n
𝜕z2 , (9.2)

F 𝜕s
𝜕t

= 𝛼S(n − ne(s,T)) − 𝜂′(s)Γ − 𝜉′(s)Θ − 𝜒 ′(s) I𝜎
qe

n, (9.3)

where the first term on the right-hand side of Eqs. (9.1) and (9.2) accounts for
the ion-induced desorption from the wall substrate and from the gas condensed
on the surface, the second term accounts for the distributed pumping along the
wall (where 𝛼 is the sticking probability either at room temperature on surfaces
like non-evaporable getter (NEG) coatings, or at cryogenic temperature, due to
cryosorbing), the third term accounts for PSD from the wall and the condensed
gas (we recall that symbols with apex correspond to the desorption stimulated
on the condensed gas layers), the fourth term accounts for ESD from the wall
and the condensed gas, the fifth term (in Eq. (9.1)) accounts for thermal sur-
face desorption at room temperature, the fifth term (in Eq. (9.2)) indicates that
the volumetric density is limited by the thermal equilibrium density ne, and the
last term accounts for the axial diffusion of gas molecules. The terms on the
right-hand side of Eq. (9.3) similarly account for cryosorbing, equilibrium gas
density and photon-, electron-, and ion-stimulated gas desorption of cryosorbed
gas. Equations (9.1)–(9.3) are valid in an axisymmetric geometry. It was assumed
that the parameters are constant in time and do not depend on the axial coordi-
nate z.

In the quasi-static conditions with V (𝜕n∕𝜕t) ≈ 0 and A(𝜕s∕𝜕t) ≠ 0, the gas den-
sity is described (similarly to analysis in Chapters 6 and 7) by a second-order

1 Beam induces electron multipacting in the beam chamber; see a previous Chapter 8 for more
details.
2 For the sake of clarity, in this chapter we use the 𝜉 symbol for ESD yield, and not 𝜂e as in
Chapters 5 and 6, since we will require several apexes and indexes when going to the multigas
system and multi-element vacuum chamber.
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differential equation for n(z):

u d2n
dz2 − cn + q = 0; (9.4)

where

c is the net effect between the wall-distributed pumping speed and the
ion-induced desorption:
– c = 𝛼S + C − 𝜒 I𝜎

qe
at room temperature.

⚬ Here, 𝛼 is an NEG coating sticking probability, S is an ideal pumping speed
of cryosorbing vacuum chamber per meter of length, and C is a distributed
pumping speed of pumping holes or slots per metre of length.

– c = 𝛼S + C − (𝜒 + 𝜒 ′(s)) I𝜎
qe

at cryogenic temperature.

⚬ Here, 𝛼 is a sticking probability of a cryogenic surface, S is an ideal pump-
ing speed of cryosorbing vacuum chamber per metre of length, and C is
a distributed pumping speed of pumping holes or slots in a beam screen
per metre of length.

q is the PSD, ESD, and thermal desorption term:
– q = 𝜂Γ+ 𝜉Θ+ qt at room temperature.
– q = (𝜂 + 𝜂′(s))Γ+ (𝜉 + 𝜉′(s))Θ+ 𝛼Sne(s, T) at cryogenic temperature.

For the following analysis, we have to consider that u is always positive; c can be
positive, negative or equal to zero; and q can be positive or equal to zero. The
second-order differential equation (9.4) for the function n(z) has three solutions:

Case (a) with c > 0 n(z) =
q
c
+ C1e

√
c
u

z + C2e−
√

c
u

z
,

Case (b) with c = 0 n(z) = −
q

2u
z2 + C3z + C4 (9.5)

Case (c) with c < 0 n(z) =
q
c
+ C5ei

√|c|
u

z + C6e−i
√|c|

u
z

where the constants depend on the boundary conditions.
In order to study the evolution of the gas density within an accelerator vacuum

chamber, the simplest case of the infinitely long tube is studied in Section 9.2.2.
Subsequently, the boundary conditions for a finite length chamber are taken into
account and their influence on the gas density analysed.

The solutions for different geometry configurations are presented in the suc-
cessive sections with comments on the vacuum stability. The solutions for room
and cryogenic temperatures are the same, but with different definitions of c and
q. Thus we are interested in studying the vacuum chambers in the following con-
ditions:

– In a room temperature vacuum chamber
⚬ With a distributed pumping speed

• NEG-coated vacuum chamber without pumping slots (i.e. 𝛼 ≠ 0, C = 0)
• Vacuum chamber with pumping slots (i.e. 𝛼 = 0, C ≠ 0)

⚬ Without a distributed pumping speed (i.e. 𝛼 = 0, C = 0)



9.2 Theoretical 425

– In a cryogenic vacuum chamber
⚬ Without a beam screen (i.e. 𝛼 ≠ 0, C = 0):

• A 𝜕s
𝜕t
≠ 0

• A 𝜕s
𝜕t
≈ 0 (a quasi-static case)

⚬ With a beam screen (i.e. 𝛼 ≠ 0, C ≠ 0):
• A 𝜕s

𝜕t
≠ 0

• A 𝜕s
𝜕t
≈ 0 (a quasi-static case)

9.2.2 Solutions for an Infinitely Long Vacuum Chamber

The ‘infinitely long’ vacuum chamber approximation can be applied when the
pumping effect at the ends is negligible inside the chamber. In this case, there is
no net axial diffusion; thus d2n∕dz2 = 0 and the solution to Eq. (9.4) is

ninf =
q
c
; (9.6)

which is independent of the coordinate z. Since the gas density can only be posi-
tive (or equal to zero) and finite, and the term q is positive or equal to zero, then
the solution exists only for c> 0. Therefore we consider solution with 𝛼 ≠ 0 and/or
C ≠ 0.
9.2.2.1 Room Temperature Vacuum Chamber
The gas density inside an NEG-coated vacuum chamber without pumping slots
(i.e. 𝛼 ≠ 0, C= 0) is given by

ninf =
𝜂Γ + 𝜉Θ + qt

𝛼S − 𝜒 I𝜎
qe

. (9.7)

The effective pumping speed is decreased by the ion-induced desorption
c = 𝛼S − 𝜒 I𝜎

qe
and the gas density approaches infinity as c→ 0, i.e. the density is

finite and positive only as long as the following condition is verified:

𝛼S > 𝜒 I𝜎
qe
. (9.8)

Therefore, the vacuum will be stable as long as the beam current is lower than
the critical current, Ic:

Ic =
𝛼Sqe

𝜒𝜎

. (9.9)

The gas density inside a vacuum chamber with pumping slots (i.e. 𝛼 = 0, C ≠ 0) is
given by

ninf =
𝜂Γ + 𝜉Θ + qt

C − 𝜒 I𝜎
qe

. (9.10)

The gas density stability in this case is

C > 𝜒
I𝜎
qe
. (9.11)
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The critical current is given by

Ic =
Cqe

𝜒𝜎

. (9.12)

9.2.2.2 Cryogenic Vacuum Chamber
The gas density inside a vacuum chamber without beam screen (i.e. 𝛼 ≠ 0, C= 0)
is given by

ninf =
(𝜂 + 𝜂′(s))Γ + (𝜉 + 𝜉′(s))Θ + 𝛼′Sne(s,T)

𝛼S − (𝜒 + 𝜒 ′(s)) I𝜎
qe

. (9.13)

The secondary photon and ion-induced desorption and the thermal equi-
librium gas density depend implicitly on the surface density s of cryosorbed
molecules:

s(t) = s0 +
1
A ∫

t

t=0

(
𝜂Γ + 𝜒 I𝜎

qe
n(t)
)

dt. (9.14)

Hence, the gas density inside the vacuum chamber will increase with the accu-
mulated photon dose due to both photon and ion-induced desorptions.

The gas density stability in this case is

𝛼S > (𝜒 + 𝜒 ′) I𝜎
qe
. (9.15)

The critical current, Ic, is

Ic =
𝛼S

(𝜒 + 𝜒 ′) 𝜎
qe

. (9.16)

The gas density inside a vacuum chamber with a beam screen (i.e. 𝛼 ≠ 0, C ≠ 0) is
given by

ninf =
(𝜂 + 𝜂′(s))Γ + (𝜉 + 𝜉′(s))Θ + 𝛼Sne(s,T)

𝛼S + C − (𝜒 + 𝜒 ′(s)) I𝜎
qe

. (9.17)

Since the molecules can escape from the beam chamber through the pumping
holes, the growth of the surface density, s, on the beam screen surface is limited
by the distributed pumping, C, and is described by

s(t) = s0 +
1
A ∫

t

t=0

[
𝜂Γ + 𝜉Θ +

(
𝜒

I𝜎
qe

− C
)

n(t)
]

dt. (9.18)

As in the previous case, the effective pumping speed of the vacuum chamber
with a beam screen is decreased by the ion-induced desorption and the stability
condition is

𝛼S + C > (𝜒 + 𝜒 ′) I𝜎
qe
. (9.19)

The critical current is given by

Ic =
(𝛼S + C)qe

(𝜒 + 𝜒 ′)𝜎
. (9.20)
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The expression for the gas density inside an infinitely long vacuum chamber
with a beam screen can also be written in another form:

ninf =
𝜂Γ + 𝜉Θ − A ds

dt
C − 𝜒 I𝜎

qe

. (9.21)

In the quasi-static case, when the condition A(𝜕s∕𝜕t) ≈ 0 is satisfied, the gas den-
sity depends only on 𝜂 and 𝜒 :

ninf =
𝜂Γ + 𝜉Θ

C − 𝜒 I𝜎
qe

. (9.22)

This equation is the same as Eq. (9.7); therefore, the stability condition and the
critical current in this case are also described with Eqs. (9.8) and (9.9), respec-
tively.

9.2.2.3 Summary for an Infinitely Long Vacuum Chamber
The results for the infinity long tube are summarised in Table 9.1. The higher the
critical current, the safer the operation of the accelerators. In all studied condi-
tions the critical current Ic increases with a distributed pumping speed (𝛼S +C)
and decreases with gas ionisation cross section and ISD yield. This naturally
suggests that mitigation of ion-induced instability go by choosing materials and
surface treatments of vacuum chamber with lowest ISD yield and increasing
pumping speed.

Table 9.1 Gas density, stability criteria, and critical current for an infinitely long vacuum chamber.

Conditions ninf [molecules/m3] Stability criteria Critical current, Ic

At room temperature

𝛼 ≠ 0, C = 0
𝜂Γ + 𝜉Θ + qt

𝛼S − 𝜒 I𝜎
qe

𝛼S > 𝜒 I𝜎
qe

Ic =
𝛼Sqe

𝜒𝜎

𝛼 = 0, C ≠ 0
𝜂Γ + 𝜉Θ + qt

C − 𝜒 I𝜎
qe

C > 𝜒
I𝜎
qe

Ic =
Cqe

𝜒𝜎

At cryogenic temperature

𝛼 ≠ 0, C = 0,
A 𝜕s
𝜕t

≠ 0

(𝜂 + 𝜂′(s))Γ + (𝜉 + 𝜉′(s))Θ + 𝛼Sne(s,T)

𝛼S + C − (𝜒 + 𝜒 ′(s)) I𝜎
qe

𝛼S > (𝜒 + 𝜒 ′) I𝜎
qe

Ic =
𝛼Sqe

(𝜒 + 𝜒 ′)𝜎

𝛼 = 0, C ≠ 0,
A 𝜕s
𝜕t

≠ 0

(𝜂 + 𝜂′(s))Γ + (𝜉 + 𝜉′(s))Θ + 𝛼Sne(s,T)

𝛼S + C − (𝜒 + 𝜒 ′(s)) I𝜎
qe

𝛼S + C > (𝜒 + 𝜒 ′) I𝜎
qe

Ic =
(𝛼S + C)qe

(𝜒 + 𝜒 ′)𝜎

𝛼 = 0, C ≠ 0,
A 𝜕s
𝜕t

≈ 0

𝜂Γ + 𝜉Θ

C − 𝜒 I𝜎
qe

C > 𝜒
I𝜎
qe

Ic =
Cqe

𝜒𝜎
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From the stability criteria (c> 0), a particle accelerator could not operate with a
beam current I ≥ Ic. However, in a design of the vacuum system for an accelerator,
it is important to consider that in an infinitely long vacuum chamber even at
I = 0.5 Ic, the ion-induced desorption increases the gas density by a factor of 2.
Moreover, the ISD yield measured in experiments could be different from one on
real vacuum chamber wall. Thus, the ideal operational condition is I ≪ Ic. If this
is impossible to reach, then the authors would advise to aim the vacuum system
design with a criterion at Imax ≤ 0.5 Ic.

9.2.3 Short Vacuum Chamber

In this book, one refers to ‘short’ vacuum chamber when the conditions at the
extremities (boundary conditions) of the chamber have an influence on the gas
density along the whole length of the chamber. In this chapter, solutions for gas
density, stability criteria, and critical current are studied for different boundary
conditions, i.e. known gas density or pumping speed at the ends. The schematic
diagram of the layout of vacuum chamber is shown in Figure 9.3. The solutions
will be shown for the most common case of q and c, while the specific cases are
summarised in the tables.

9.2.3.1 Solution for a Short Vacuum Chamber with a Given Gas Density at the
Ends
This case can be used for both the operations of the LHC or in the case of a
laboratory experiment like the COLDEX experiment [16]. Consider a vacuum
chamber centered at z= 0 and length L and density n(−L/2) = n1 and n(L/2) = n2.

n1

2SP 2SP

2SP

–
L
2

L z
2

0

2SP

n2n(z)

n1 n2n(z)

(a)

(b)

Figure 9.3 A layout of a vacuum chamber without a beam screen (a) and with a beam
screen (b) between two pumps with known pumping speeds and known gas density at the
extremes.
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As discussed previously, there are three different solutions for the gas density,
depending on the value of the parameter c, given by Eq. (9.5):

Case (a): c> 0

C1 =
n1 + n2 − 2ninf

4 cosh(𝜔aL∕2)
+

n2 − n1

4 sinh(𝜔aL∕2)
;

C2 =
n1 + n2 − 2ninf

4 cosh(𝜔aL∕2)
+

n1 − n2

4 sinh(𝜔aL∕2)

For n1 = n2 the expression for the gas density may be written as

n(z) = ninf − (ninf − n1)
cosh(𝜔az)

cosh(𝜔aL∕2)
. (9.23)

where
– ninf is given by Eqs. (9.7) and (9.13) at room temperature and by Eq. (9.17)

at cryogenic temperature

𝜔a =
√(

𝛼S + C − (𝜒 + 𝜒 ′) I𝜎
qe

)
1
u

– in the quasi-static case with A 𝜕s
𝜕t
≈ 0 at cryogenic temperature ninf is given

by Eq. (9.22) and 𝜔a =
√(

C − 𝜒 I𝜎
qe

)
1
u

This solution is always stable in the interval of existence: i.e. I < Ic for c> 0.

Case (b): c = 0
The expression for the gas density is

n(z) =
(𝜂 + 𝜂′)Γ + (𝜉 + 𝜉′)Θ + 𝛼Sne

2u

((L
2

)2
− z2

)
+

n1 − n2

2L
z +

n1 + n2

2
.

(9.24)

At cryogenic temperature in the quasi-static case and at room temperature, it
can be simplified to

n(z) =
𝜂Γ + 𝜉Θ + qt

2u

((L
2

)2
− z2

)
+

n1 − n2

2L
z +

n1 + n2

2
. (9.25)

This solution is always stable and corresponds to a parabolic pressure profile.

Case (c): c< 0

C5 =
n1 + n2 − 2ninf

4 cos(𝜔bL∕2)
+

n2 − n1

4 sin(𝜔bL∕2)
;

C6 =
n1 + n2 − 2ninf

4 cos(𝜔bL∕2)
+

n1 − n2

4 sin(𝜔bL∕2)

For n1 = n2 the expression for the gas density may be written as

n(z) = (ninf + n1)
cos(𝜔bz)

cos(𝜔bL∕2)
− ninf , (9.26)



430 9 Ion-Induced Pressure Instability

Ic

L

Ic inf

Ic

Ic for αS + C = 0

Figure 9.4 Critical current as a function of the length
of vacuum chamber (shown with log–log axis).

where 𝜔b =
√(

(𝜒 + 𝜒 ′) I𝜎
qe
− (𝛼S + C)

)
1
u

. The gas density stability in this
case is

cos
(
𝜔bL

2

)
> 0 ⇒

||||𝜔bL
2
|||| < 𝜋

2
⇒ |𝜔b| < 𝜋

L
. (9.27)

This leads to the critical current in the common form given by

Ic =
(
𝛼S + C + 𝜋

2u
L2

) qe

(𝜒 + 𝜒 ′)𝜎
. (9.28)

Schematically, the dependence of the critical current from the length of vacuum
chamber, Ic(L), is shown in log–log scale in Figure 9.4. One can see that the critical
current decreases with the square of the length of vacuum chamber. However,
for vacuum chambers with distributed pumping speed (𝛼S +C > 0), the critical
current could not be lower than the critical current of infinity long tubes.

For a specified maximum operation beam current in a machine, Is, we can
define a maximum length of vacuum chamber, Lmax:

Lmax = 𝜋

√√√√√ u
(𝜒 + 𝜒 ′)𝜎Is

qe
− (𝛼S + C)

. (9.29)

The gas density (or pressure) remains stable when the vacuum chamber length is
below Lmax. For vacuum chambers with distributed pumping speed (𝛼S +C > 0),
if a criterion (𝜒 + 𝜒 ′)𝜎I∕qe < (𝛼S + C) is met then Lmax =∞.

The specific solutions for the critical current in various conditions are shown
in Table 9.2. The critical current Ic increases with a distributed pumping speed
𝛼S +C and vacuum conductance of the beam chamber u, and it decreases with
gas ionisation cross section 𝜎, the ISD yields (𝜒 +𝜒 ′), and the length of vacuum
chamber L. Thus, in the solution for a short vacuum chamber with a given pres-
sure at the ends, the critical current Ic is higher than for an infinitely long vacuum
chamber due to the gas diffusion to the end of vacuum chamber. The stability of
vacuum chamber without distributed pumping (when 𝛼 = 0 and C = 0) is pro-
vided by vacuum conductance of the beam chamber.
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Table 9.2 Critical current Ic for a short vacuum chamber with a given gas density at the ends
or Îc for the infinitely large pumping speed at the ends.

Critical current, Ic or Îc

Conditions Room temperature Cryogenic temperature

𝛼 ≠ 0, C ≠ 0, A 𝜕s
𝜕t

≠ 0
(
𝛼S + C + 𝜋

2u
L2

) qe

𝜒𝜎

(
𝛼S + C + 𝜋

2u
L2

) qe

(𝜒 + 𝜒 ′)𝜎

𝛼 = 0, C ≠ 0, A 𝜕s
𝜕t

≠ 0
(

C + 𝜋
2u

L2

) qe

𝜒𝜎

(
C + 𝜋

2u
L2

) qe

(𝜒 + 𝜒′)𝜎

𝛼 ≠ 0, C = 0, A 𝜕s
𝜕t

≠ 0
(
𝛼S + 𝜋

2u
L2

) qe

𝜒𝜎

(
𝛼S + 𝜋

2u
L2

) qe

(𝜒 + 𝜒 ′)𝜎

𝛼 = 0, C = 0, A 𝜕s
𝜕t

≠ 0
𝜋

2qeu
𝜒𝜎L2

𝜋
2qeu

(𝜒 + 𝜒 ′)𝜎L2

𝛼 = 0, C ≠ 0, A 𝜕s
𝜕t

= 0 —
(

C + 𝜋
2u

L2

) qe

𝜒𝜎

𝛼 = 0, C = 0, A 𝜕s
𝜕t

= 0 —
𝜋

2qeu
𝜒𝜎L2

9.2.3.2 Solution for a Short Vacuum Chamber with a Given Pumping Speed
at the Ends
Consider a vacuum chamber of length L centered at z = 0, with pumps at the two
ends of pumping speed Sp. The conditions at the ends are

n(±L∕2) = ∓
dn(±L∕2)

dz
u
Sp

In the case (a) when c> 0, the gas density n(z) is given by

n(z) = ninf

⎛⎜⎜⎜⎜⎝
1 −

cosh(𝜔az)

cosh
(
𝜔aL

2

)(
1 + u

Sp
𝜔a tanh

(
𝜔aL

2

))
⎞⎟⎟⎟⎟⎠
. (9.30)

It is useful to calculate the average value of the gas density in the vacuum chamber
of length L:

⟨n(L)⟩ = ninf

⎛⎜⎜⎜⎜⎝
1 −

2 tanh
(
𝜔aL

2

)
𝜔aL

2

(
1 + u

Sp
𝜔a tanh

(
𝜔aL

2

))
⎞⎟⎟⎟⎟⎠
. (9.31)

The gas density is always finite in range of values of c (i.e. c> 0).
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In the case (b) when c = 0, the gas density n(z) is given by

n(z) = ((𝜂 + 𝜂′)Γ + (𝜉 + 𝜉′)Θ + 𝛼Sne)
[

1
2u

((L
2

)2
− z2

)
+ L

2Sp

]
. (9.32)

At cryogenic temperature in the quasi-static case and at room temperature, it can
be simplified to

n(z) = (𝜂Γ + 𝜉Θ + qt)
[

1
2u

((L
2

)2
− z2

)
+ L

2Sp

]
. (9.33)

This solution is always stable and corresponds to a parabolic pressure profile.
In the case (c) when c< 0, the gas density n(z) is given by

n(z) = ninf

⎛⎜⎜⎜⎜⎝
cos(𝜔bz)

cos
(
𝜔bL

2

)(
1 − u

Sp
𝜔b tan

(
𝜔bL

2

)) − 1

⎞⎟⎟⎟⎟⎠
. (9.34)

The average value of the gas density is

⟨n(L)⟩ = ninf

⎛⎜⎜⎜⎜⎝
tan
(
𝜔bL

2

)
𝜔bL

2

(
1 − u

Sp
𝜔b tan

(
𝜔bL

2

)) − 1

⎞⎟⎟⎟⎟⎠
. (9.35)

The stability conditions in the case (c) are

⎧⎪⎨⎪⎩
||||𝜔bL

2
|||| < 𝜋

2

u
Sp
𝜔b tan

(
𝜔bL

2

)
< 1.

(9.36)

and the critical current Ic is the smallest root of two equations:

|𝜔b| = 𝜋

L
(9.37)

and

𝜔b tan
(
𝜔bL

2

)
=

Sp

u
(9.38)

Schematically, the dependence of the critical current from pumping speed at the
extremes, Ic(Sp), is shown in log–log scale in Figure 9.5. One can see that for small
pumping speeds, the higher pumping speed of the pumps, the higher critical cur-
rent, but the critical current is limited by a value Îc corresponding to the infinity
large pumping speed:

Ic
Sp→∞
−−−−−→ Îc. (9.39)

The critical current for the infinity large pumping speed Îc corresponds to a first
condition in Eq. (9.36), which is exactly the same as Eq. (9.27). Thus its solution
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Figure 9.5 Critical current as a function of
pumping speed at the end of pumping speed
(shown with log–log axis).

Ic

Ic
^

Sp

similar to Eq. (9.28):

Îc =

𝜋
2u

L2 + 𝛼S + C

(𝜒 + 𝜒 ′)𝜎
qe. (9.40)

The specific solutions for the critical current for the infinity large pumping speed
Îc in various conditions are shown in Table 9.2.

It is more complicated to find a solution for Eq. (9.38), because it is a transcen-
dental equation for 𝜔b that can be solved either numerically or by applying the
power series such as the Taylor or Maclaurin series. Thus, the Maclaurin series
for tan(x) is

tan(x) = x + 1
3

x3 + 2
15

x5 + 17
315

x7 + 62
2835

x9 + · · · for |x| < 𝜋

2
. (9.41)

Only the first term of the Maclaurin series can be used for a narrower domain:
tan(x) = x with an accuracy of 0.8% for |x| < 𝜋∕20, 3.3% for |x| < 𝜋∕10, and 9.3%
for |x| < 𝜋∕6.

Considering that experimental accuracy of ISD yield is greater than 20%, an
approximation tan

(
𝜔bL∕2

)
≈ 𝜔bL∕2 provides tolerable accuracy of 10% for a

domain ||𝜔bL∕2|| ≤ 0.5, which is written for the common form of c as

(𝜒 + 𝜒 ′) I𝜎
qe
< 𝛼S + C + u

8L2 . (9.42)

One can see from this inequality that the first term of the Maclaurin series can be
used for large distributed pumping (𝛼S +C) or for large vacuum conductance u
and short vacuum chambers with length L. It can be easily shown that the condi-
tion (8.41) is always met when u/L> 16Sp, i.e. for large vacuum conductance and
small pumping speed and the ends.

Having in mind these conditions, Eq. (9.38) can be simplified to

𝜔b
2 =

2Sp

uL
(9.43)

In the common form of c, this equation is written as

(𝜒 + 𝜒 ′) I𝜎
qe

− (𝛼S + C) =
2Sp

L
(9.44)
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Table 9.3 Critical current for a short vacuum chamber with a given pumping speed at the
ends at the condition u/L> 16Sp.

Critical current, Ic

Conditions Room temperature Cryogenic temperature

𝛼 ≠ 0, C ≠ 0, A 𝜕s
𝜕t

≠ 0
(
𝛼S + C + u

2Sp

L

) qe

𝜒𝜎

(
𝛼S + C +

2Sp

L

) qe

(𝜒 + 𝜒 ′)𝜎

𝛼 = 0, C ≠ 0, A 𝜕s
𝜕t

≠ 0
(

C +
2Sp

L

) qe

𝜒𝜎

(
C +

2Sp

L

) qe

(𝜒 + 𝜒 ′)𝜎

𝛼 ≠ 0, C = 0, A 𝜕s
𝜕t

≠ 0
(
𝛼S +

2Sp

L

) qe

𝜒𝜎

(
𝛼S +

2Sp

L

) qe

(𝜒 + 𝜒 ′)𝜎

𝛼 = 0, C = 0, A 𝜕s
𝜕t

≠ 0
2Spqe

𝜒𝜎L
2Spqe

(𝜒 + 𝜒 ′)𝜎L

𝛼 = 0, C ≠ 0, A 𝜕s
𝜕t

= 0 —
(

C +
2Sp

L

) qe

𝜒𝜎

𝛼 = 0, C = 0, A 𝜕s
𝜕t

= 0 —
2Spqe

𝜒𝜎L

Therefore the critical current is given by

Ic =
𝛼S + C +

2Sp

L
(𝜒 + 𝜒 ′)𝜎

qe. (9.45)

The specific solutions for the critical current when u/L> 16Sp in various condi-
tions are shown in Table 9.3.

9.2.3.3 Solution for a Short Vacuum Chamber Without a Beam Screen
Between Two Chambers With a Beam Screen
Consider a vacuum chamber centered at z= 0, of length L. The conditions at the
ends are (Figure 9.6):

n(±L∕2) = nbs(±L∕2), dn(±L∕2)∕dz = dnbs(±L∕2)∕dz
In the case (a) when c> 0 the gas density n(z) is given by

n(z) = nt inf +
(nbs inf − nt inf ) cosh(𝜔taz)

cosh
(
𝜔taL

2

)(
1 +

𝜔ta

𝜔bs
tanh

(
𝜔taL

2

)) . (9.46)

where nt inf is the solution for an infinitely long vacuum chamber without the
beam screen (i.e. C= 0) in Eq. (9.13) and nbs inf is the solution for an infinitely
long vacuum chamber with a beam screen in Eq. (9.17),

𝜔ta =

√(
𝛼tSt − (𝜒 + 𝜒 ′(st))

I𝜎
qe

)
1
ut

and

𝜔bs =

√(
𝛼bsSbs + Cbs − (𝜒 + 𝜒 ′(sbs))

I𝜎
qe

)
1

ubs
,



9.2 Theoretical 435

With b.s. With b.s.

Vacuum chamber

w/o b.s.

L

Figure 9.6 A schematic diagram of the layout for a vacuum chamber without a beam screen
between two vacuum chambers with a beam screen.

where the indexes t and bs indicate the parameters for the vacuum chamber with-
out and with the beam screen, respectively.

The average value of the gas density in the vacuum chamber with length L is
given by:

⟨n(L)⟩ = nt inf +
(nbs inf − nt inf) tanh

(
𝜔taL

2

)
𝜔taL

2

(
1 +

𝜔ta

𝜔bs
tanh

(
𝜔taL

2

)) . (9.47)

The gas density is always finite in the range of values of the parameters (i.e. c> 0)
for case (a).

In the case (c) when c< 0 the gas density n(z) is given by:

n(z) =
(nt inf − nbs inf) cos(𝜔tbz)

cos
(
𝜔tbL

2

)(
1 −

𝜔tb

𝜔bs
tan
(
𝜔tbL

2

)) − nt inf . (9.48)

where 𝜔td =
√(

(𝜒 + 𝜒 ′(st))
I𝜎
qe
− 𝛼tSt

)
1
u

.
The average value of the gas density in the vacuum chamber with length L is

⟨n(L)⟩ = (nt inf − nbs inf) tan
(
𝜔tdL

2

)
𝜔tdL

2

(
1 −

𝜔td

𝜔bs
tan
(
𝜔tdL

2

)) − nt inf . (9.49)

The stability condition in the case (c) is

⎧⎪⎨⎪⎩
||||𝜔tdL

2
|||| < 𝜋

2

𝜔td

𝜔bs
tan
(
𝜔tdL

2

)
< 1.

(9.50)

and the critical current Ic is the smallest root of two equations:

|𝜔td| = 𝜋

L
(9.51)

and

𝜔td tan
(
𝜔tdL

2

)
= 𝜔bs. (9.52)
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The solutions for Eq. (9.50) were already discussed and are shown in Table 9.2.
Solutions for Eq. (9.51) can be obtained similar to what was done for Eq. (9.38),

applying the first term of the Maclaurin series with a narrower domain. Then
Eq. (9.51) can be simplified to

𝜔td
2 =

2𝜔bs

L
(9.53)

In the common form of c, this equation is written as

1
ut

(
(𝜒 + 𝜒 ′(st))

I𝜎
qe

− 𝛼tSt

)

= 2
L

√(
(𝜒 + 𝜒 ′(sbs))

I𝜎
qe

− (𝛼bsSbs + Cbs)
)

1
ubs

(9.54)

That can be rewritten in a form of square equation:(
(𝜒 + 𝜒 ′(st))

𝜎

qe

)2

I2 −
[

2𝛼tSt(𝜒 + 𝜒 ′(st)) +
4ut

2

ubsL2 (𝜒 + 𝜒 ′(sbs))
]
𝜎

qe
I

+
[
(𝛼tSt)2 + (𝛼bsSbs + Cbs)

4ut
2

ubsL2

]
= 0 (9.55)

Therefore the critical current is the smallest positive root given by

Ic =

𝛼tSt +
2ut

2

ubsL2

(𝜒 + 𝜒 ′(sbs))
(𝜒 + 𝜒 ′(st))

±

√√√√√√√√
(
𝛼tSt +

2ut
2

ubsL2

(𝜒 + 𝜒 ′(sbs))
(𝜒 + 𝜒 ′(st))

)2

−(𝛼tSt)2 − (𝛼bsSbs + Cbs)
4ut

2

ubsL2

(𝜒 + 𝜒 ′(st))𝜎
qe.

(9.56)

The specific solutions of our interest are for the following.
The critical current for a cryogenic vacuum chamber in quasi-equilibrium state

(i.e. A 𝜕st∕𝜕t = 0 and A 𝜕sbs∕𝜕t = 0) is given by

Ic =
⎛⎜⎜⎝

2ut
2

ubsL2 ±

√( 2ut
2

ubsL2

)2

− Cbs
4ut

2

ubsL2

⎞⎟⎟⎠
qe

𝜒𝜎

(9.57)

The critical current for a room temperature uncoated vacuum chamber between
two NEG coated vacuum chambers is given by

Ic =
⎛⎜⎜⎝

2ut
2

uN L2 ±

√( 2ut
2

uN L2

)2

− 𝛼N SN
4ut

2

uN L2

⎞⎟⎟⎠
qe

𝜒𝜎

; (9.58)

where index ‘N ’ corresponds to NEG-coated vacuum chamber parameters.
The critical current for a room temperature NEG-coated vacuum chamber

between NEG coated vacuum chambers with a pumping mesh or slots (leading
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to a lumped or distributed pump):

Ic =

⎛⎜⎜⎜⎜⎝
𝛼N SN +

2ut
2

umL2 ±

√√√√√√√√
(
𝛼N SN +

2ut
2

umL2

)2

− (𝛼N SNEG)2

−(𝛼N Sm + Cm)
4ut

2

umL2

⎞⎟⎟⎟⎟⎠
qe

𝜒𝜎

(9.59)

where index ‘N ’ corresponds to NEG coated vacuum chamber parameters and
index ‘m’ corresponds to NEG-coated vacuum chamber with a pumping mesh. It
is assumed here that sticking probability of NEG coating is the same for all parts.

9.2.3.4 Some Remarks to Solutions for Short Tubes
One important conclusion follows from the earlier discussion: increasing
the lumped pumping speed at the ends of vacuum chamber will effectively
improve the vacuum stability only as long as Ic ≪

uqe

𝜒𝜎

(
𝜋

L

)2
. However, when

Ic ≤
uqe

𝜒𝜎

(
𝜋

L

)2
, the vacuum stability could be effectively improved by reducing

the length L and/or increasing the vacuum conductance u (i.e. increasing the
cross section A) of the vacuum chamber.

And finally it is important to mention that the analysis above is done for given
ISD yields 𝜒 and 𝜒 ′. However, reducing ISD yields 𝜒 and 𝜒 ′ is an effective way to
achieve stable vacuum. The ISD yield 𝜒 depends on material, surface preparation
and cleaning, coating, and treatments as described in Section 2.8. The ISD yield
𝜒

′ depends on surface density of cryosorbed gas. Thus using the relevant and
reliable data is very critical in the design of vacuum system without beam induced
vacuum instability.

9.2.4 Multi-Gas System

In the previous chapter, the vacuum stability was studied assuming that only one
single gas species is present in the system. In reality, several species coexist, as
observed experimentally from the dominating peaks in the mass spectra mea-
surements. The generic gas species can desorb other gas species. Therefore, the
equilibrium equations for the gas density of each species will be cross-correlated
to those of other species. Thus, one can write a system of equations for N gas
species, Ai (i = 1, 2, …, N); for volumetric gas density inside a room temperature
vacuum chamber (instead of Eq. (9.1)):

Ac
𝜕ni

𝜕t
=

N∑
j=1

𝜒Ai,A+
j
I𝜎j

qe
nj − (𝛼iSi + Ci)ni + 𝜂iΓ + 𝜉iΘ + qti + ui

𝜕
2ni

𝜕z2 ; (9.60)

and for volumetric and surface gas density inside a cryogenic temperature vac-
uum chamber (instead of Eqs. (9.2) and (9.3)):

Ac
𝜕ni

𝜕t
=

N∑
j=1

(𝜒Ai,A+
j
+ 𝜒 ′

Ai,A+
j
(si))I𝜎j

qe
nj − (𝛼iSi + Ci)ni

+ (𝜂i + 𝜂′i (si))Γ + (𝜉i + 𝜉′i (si))Θ + +𝛼iSinei(si,T) + ui
𝜕

2ni

𝜕z2 ; (9.61)
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F
𝜕si

𝜕t
= 𝛼iSi(ni − nei(si,T)) − 𝜂′i (si)Γ − 𝜉′i (si)Θ −

N∑
j=1

𝜒
′
Ai,A+

j
(si)I𝜎j

qe
nj; (9.62)

where Ac is a vacuum chamber cross-section area, 𝜎j is the ionisation cross
section of the residual gas molecules Aj by beam particles, and qi and qi

′(si) are
primary and secondary PSD and ESD.

Solving the system of equation analytically for three or more gases is quite
complicated, but it can done numerically. An example of realisation of numerical
solution is described in Section 9.3.

9.2.5 Two-Gas System

Solving the system of equations for two-gas model with gases A and B can be
delivered. In quasi-static conditions, where V (dn∕dt) ≈ 0 and A(ds∕dt) ≠ 0, the
gas densities of two gases system, nA(z) and nB(z), are described by a system of
two differential equation of the second order:⎧⎪⎪⎨⎪⎪⎩

u1
d2nA

dz2 − c1nA + q1 + d1nB = 0;

u2
d2nB

dz2 − c2nB + q2 + d2nA = 0.
(9.63)

The solution is

⎧⎪⎨⎪⎩
nA(z) =

q2d1 + c2q1

c1c2 − d1d2
+ C1e

√
𝜔1 • z + C2e−

√
𝜔1 • z + C3e

√
𝜔2 • z + C2e−

√
𝜔2 • z;

nB(z) =
q1d2 + c1q2

b1b2 − d1d2
+ K1e

√
𝜔1 • z + K2e−

√
𝜔1 • z + K3e

√
𝜔2 • z + K2e−

√
𝜔2 • z;

(9.64)

where

𝜔1,2 = 1
2

⎛⎜⎜⎝
c1

u1
+

c2

u2
±

√( c1

u1
−

c2

u2

)2

+ 4
d1d2

u1u2

⎞⎟⎟⎠
with

c1 = 𝛼ASA + CA − (𝜒A,A+ + 𝜒 ′
A,A+ )

I𝜎A

qe
;

c2 = 𝛼BSB + CB − (𝜒B,B+ + 𝜒 ′
B,B+ )

I𝜎B

qe
;

q1 = (𝜂A + 𝜂′A)Γ + (𝜉A + 𝜉′A)Θ + 𝛼ASAneA;
q2 = (𝜂B + 𝜂′B)Γ + ((𝜉B + 𝜉′B))Θ + 𝛼BSBneB;

d1 = (𝜒A,B+ + 𝜒 ′
A,B+ )

I𝜎B

qe
;

d2 = (𝜒B,A+ + 𝜒 ′
B,A+ )

I𝜎A

qe
.
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When 𝜒 > 0, the parameters c1 and c2 can be positive, negative, or equal to zero;
u1, u2, d1, and d2 are always positive; and q1 and q2 can be positive or equal to zero.
Therefore, the parameters 𝜔1 and 𝜔2 can be positive, negative, or equal to zero.

The constants Ci and Ki (i = 1, …, 4) are dependent on the conditions at the
ends of vacuum chamber.

9.2.5.1 Solutions for an Infinitely Long Vacuum Chamber
In the case of an infinitely long vacuum chamber, there is no net axial diffusion,
i.e. d2nA∕dz2 = 0 and d2nB∕dz2 = 0. The gas density of the two components of
the gas mixture is given by the system of two linear equations:{

−c1nA + q1 + d1nB = 0;
−c2nB + q2 + d2nA = 0;

(9.65)

for which the solution is

⎧⎪⎨⎪⎩
ninf A =

q2d1 + c2q1

c1c2 − d1d2
;

ninf B =
q1d2 + c1q2

c1c2 − d1d2
.

(9.66)

The stability conditions in this case are

c1c2 − d1d2 > 0, with c1 > 0 and c2 > 0. (9.67)

The critical current can be calculated as

Ic =
(𝛼1 + 𝛼2) ±

√
(𝛼1 − 𝛼2)2 + 4𝛽1𝛽2

2(𝛼1𝛼2 − 𝛽1𝛽2)
; (9.68)

where

𝛼1 = 1
Ic(A,A+)

=
(𝜒A,A+ + 𝜒 ′

A,A+ )
𝛼ASA + CA

𝜎A

qe
; 𝛼2 = 1

Ic(B,B+)
=

(𝜒B,B+ + 𝜒 ′
B,B+ )

𝛼BSB + CB

𝜎B

qe
;

𝛽1 = 1
Ic(A,B+)

=
(𝜒A,B+ + 𝜒 ′

A,B+ )
𝛼ASA + CA

𝜎B

qe
; 𝛽2 = 1

Ic(B,A+)
=

(𝜒B,A+ + 𝜒 ′
B,A+ )

𝛼BSB + CB

𝜎A

qe
.

9.2.5.2 Solution for a Short Vacuum Chamber in the Equilibrium State
Consider a vacuum chamber centered at z= 0 of length L and then taking in mind
the following:𝜒 > 0,𝜔1 < 0,𝜔2 is positive when c1c2 − d1d2 < 0 and negative when
c1c2 − d1d2 > 0. Assuming the same conditions at the ends, the solution described
by Eq. (9.64) can be simplified to

⎧⎪⎪⎨⎪⎪⎩
nA(z) =

q2d1 + c2q1

c1c2 − d1d2
+ C5 cos(

√|𝜔1| • z) + C6 cos(
√|𝜔2| • z),

nB(z) =
q1d2 + c1q2

c1c2 − d1d2
+ K5 cos(

√|𝜔1| • z) + K6 cos(
√|𝜔2| • z);

for 𝜔2 < 0;

(9.69)
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and

⎧⎪⎪⎨⎪⎪⎩
nA(z) =

q2d1 + c2q1

c1c2 − d1d2
+ C5 cos(

√|𝜔1| • z) + C6 cosh(
√|𝜔2| • z),

nB(z) =
q1d2 + c1q2

c1c2 − d1d2
+ K5 cos(

√|𝜔1| • z) + K6 cosh(
√|𝜔2| • z);

for 𝜔2 < 0.

(9.70)

When the pumping speed at the ends of the vacuum chamber is sufficiently high,
that is, when increasing Sp does not improve appreciably the stability margin, as
discussed in Section 9.2.3.2, we can use for the stability condition the inequalities:⎧⎪⎨⎪⎩

√|𝜔1|L2 <
𝜋

2
;√|𝜔2|L2 <

𝜋

2
;

(9.71)

and since it is always |𝜔1|> |𝜔2|, the first condition is the most stringent one.
Therefore, the critical current is the root of the equation:

−1
2

⎛⎜⎜⎝
c1

u1
+

c2

u2
+

√( c1

u1
−

c2

u2

)2

+ 4
d1d2

u1u2

⎞⎟⎟⎠ =
(
𝜋

L

)2

and is given by

Ic =
2

(𝛼1 + 𝛼2 +
√
(𝛼1 − 𝛼2)2 + 4𝛽1𝛽2)

(9.72)

where

𝛼1 = 1
Ic(A,A+)

=
𝜒A,A+𝜎A

uAqe

(L
𝜋

)2
;𝛼2 = 1

Ic(B,B+)
=
𝜒B,B+𝜎B

uBqe

(L
𝜋

)2
;

𝛽1 = 1
Ic(A,B+)

=
𝜒A,B+𝜎B

uAqe

(L
𝜋

)2
;𝛽2 = 1

Ic(B,A+)
=
𝜒B,A+𝜎A

uBqe

(L
𝜋

)2
.

9.2.6 Some Comments to the Analytical Solutions

The estimation of the gas density and the stability criteria in the equilibrium state
gives the upper limit for the gas density distribution and the lowest values for
the critical current for a machine with quasi-static or static parameters. It could
be demonstrated that for a system in equilibrium conditions, if the beam cur-
rent and, hence, the photon flux, are suddenly changed, the system will undergo
to a fast transition, i.e. Ac(dn∕dt) ≠ 0. A new equilibrium gas density and sur-
face coverage will be reached, for which the value for the critical current must
be estimated. If, during the transition phase, the gas density is greater than the
equilibrium density, then the critical current estimated at the equilibrium might
be too high. Therefore, it is necessary to have some safety margin at the high-
est beam current in the machine, i.e. the critical current for all elements of the
machine should be at least a factor of 2–3 higher than the highest beam current.
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9.2.7 Effect of the Ion-Stimulated Desorption on the Gas Density

It is useful to estimate the effect of the ion-induced desorption on the gas density,
in order to know when the ISD can be neglected. To this purpose, we will calculate
the ratio of gas density with 𝜒 ≠ 0 and 𝜒 ′

≠ 0 to the gas density with 𝜒 = 0 and
𝜒

′ = 0: n
𝜒 ≠ 0/n

𝜒 = 0.

9.2.7.1 Infinitely Long Vacuum Chamber (One Gas)
For an infinitely long vacuum chamber, the ratio can be estimated using
Eq. (9.13) as

ninf 𝜒≠0

ninf 𝜒=0
= 𝛼S + C

𝛼S + C − (𝜒 + 𝜒 ′(s)) I𝜎
qe

= 1

1 −
(𝜒 + 𝜒 ′(s))I𝜎
(𝛼S + C)qe

= 1

1 − I
Ic

Or using Eq. (9.22),
ninf 𝜒≠0

ninf 𝜒=0
= C

C − 𝜒 I𝜎
qe

= 1

1 −
𝜒I𝜎
qeC

= 1

1 − I
Ic

Hence, for the infinitely long vacuum chamber, with or without a beam screen,
the ratio can be expressed as a function of ratio I/Ic:

ninf 𝜒≠0

ninf 𝜒=0
=
(

1 − I
Ic

)−1

(9.73)

One can conclude that the effect of the ISD on the gas density is negligible when
I ≪ Ic.

9.2.7.2 Vacuum Chamber with a Given Pumping Speed at the Ends (One Gas)
The same estimation can be done for the vacuum chamber with a given pumping
speed at the ends using the Eqs. (9.23) and (9.26):

⟨n
𝜒≠0⟩⟨n
𝜒=0⟩ = 𝛼S + C

𝛼S + C − (𝜒 + 𝜒 ′(s)) I𝜎
e

•

1 −
⎛⎜⎜⎜⎝
𝜔L
2

⎛⎜⎜⎜⎝
1

tan
(
𝜔L
2

) − u
Sp
𝜔

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠
−1

1 −

⎛⎜⎜⎜⎜⎝
𝛽L
2

⎛⎜⎜⎜⎜⎝
1

tanh
(
𝛽L
2

) + u
Sp
𝛽

⎞⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎠

−1 ;

(9.74)

here

𝛽 =
√

(𝛼S + C)
u

. and 𝜔 =

√(
(𝜒 + 𝜒 ′) I𝜎

qe
− (𝛼S + C)

)
1
u
= 𝛽

√
I

Ic inf
− 1.
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This formula can be rewritten as

⟨n
𝜒≠0⟩⟨n
𝜒=0⟩ = 1

1 − I
Ic inf

•

1 −

⎛⎜⎜⎜⎜⎜⎝
𝛽L
2

√
I

Ic inf
− 1

⎛⎜⎜⎜⎜⎜⎝

1

tan
⎛⎜⎜⎝
𝛽L
2

√
I

Ic inf
− 1

⎞⎟⎟⎠
−u𝛽

Sp

√
I

Ic inf
− 1

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠

−1

1 −

⎛⎜⎜⎜⎜⎝
𝛽L
2

⎛⎜⎜⎜⎜⎝
1

tanh
(
𝛽L
2

) + u𝛽
Sp

⎞⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎠

−1 . (9.75)

When Sp > S̃p, the terms with Sp can be neglected:

⟨n
𝜒≠0⟩⟨n
𝜒=0⟩ = 1

1 − I
Ic inf

•

1 − 1
𝛽L
2

√
I

Ic inf
− 1

tan
(
𝛽L
2

√
I

Ic inf
− 1
)

(
1 − 2

𝛽L
tanh

(
𝛽L
2

)) .

In the equilibrium case for a vacuum chamber without the beam screen, this
becomes

⟨n
𝜒≠0⟩⟨n
𝜒=0⟩ =

tan
⎛⎜⎜⎜⎝
√√√√√𝜒I𝜎

uqe

L
2

⎞⎟⎟⎟⎠√√√√√𝜒I𝜎
uqe

L
2

(
1 − u

Sp

√
𝜒I𝜎
uqe

tan

(√
𝜒I𝜎
uqe

L
2

)) − 1

𝜒I𝜎
qe

(
L2

12u
+ L

2Sp

) (9.76)

For a very short tube, the conductance of vacuum chamber is much higher than
the pumping at the ends, i.e. u∕L ≫ Sp, and the critical current can be written as
Ic = 2Spqe∕(L𝜒𝜎). In this case the ratio can be rewritten as

ninf 𝜒≠0

ninf 𝜒=0
=
(

1 − I
Ic

)−1

(9.77)

which is the same as in Eq. (9.73).
When the conductance of the vacuum chamber is much lower than the pump-

ing at the ends, i.e. u∕L ≪ Sp, the critical current can be written as Ic ≈
ue
𝜒𝜎

(
𝜋

L

)2
,

and the ratio is

⟨n
𝜒≠0⟩⟨n
𝜒=0⟩ = Ic

I
12
𝜋2

⎛⎜⎜⎜⎜⎝
tan
(
𝜋

2

√
I
Ic

)
𝜋

2

√
I
Ic

− 1

⎞⎟⎟⎟⎟⎠
. (9.78)
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9.2.7.3 Two-Gas System
The gas density for an infinitely long tube for two gases system is written in
Eq. (9.66). The ratio between the gas density values estimated taking or not into
account the ISD is⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ninf A(𝜒 ≠ 0)
ninf A(𝜒 = 0)

=

ninf B(𝜒 = 0)
ninf A(𝜒 = 0)

I
Ic(A,B+)

+
(

1 − I
Ic(B,B+)

)
(

1 − I
Ic(A,A+)

)(
1 − I

Ic(B,B+)

)
− I

Ic(A,B+)
I

Ic(B,A+)

;

ninf B(𝜒 ≠ 0)
ninf B(𝜒 = 0)

=

ninf A(𝜒 = 0)
ninf B(𝜒 = 0)

I
Ic(B,A+)

+
(

1 − I
Ic(A,A+)

)
(

1 − I
Ic(A,A+)

)(
1 − I

Ic(B,B+)

)
− I

Ic(A,B+)
I

Ic(B,A+)

.

(9.79)

The analytical solutions for the vacuum chamber of limited length is more com-
plicated, but even this solution shows that the estimated gas density is higher
when the ISD is taken into account.

9.2.8 Some Numeric Examples from the LHC Design

The ion-induced gas density instability was intensively studied during the LHC
design. The parameters shown in Table 9.4 have been used.

The ISD yields from condensed gas depends on the amount of cryosorbed gas.
In the worst-case scenario, they can reach its maximum value shown in Table 9.4
(see Chapter 4). Due to the highest PSD, the main cryosorbed gas on the beam
chamber wall will be H2, and the second gas will be CO. The amount of CH4

Table 9.4 The beam–gas ionisation cross section at 7.0 TeV and the ion-stimulated desorption
yields for different gases and ion energy of 300 eV.

ISD yield 𝝌 from bare
walls [molecules/ion]

Maximum value
of secondary
ISD yield 𝝌

′

from condensed
gases

[molecules/ion]

Ion impact energy 500 eV 300 eV 500 eV

Gas 𝝈 [cm2] H2
+ H2

+ He+ CH4
+ CO+ CO2

+ H2
+ CO+

H2 3.14× 10−19 0.8 0.47 0.52 2.6 4.3 5.2 8× 103 1.5× 104

He 3.41× 10−19 — — — — — — — —
CH4 6.76× 10−18 0.045 0.03 0.03 0.17 0.3 0.39 — —
CO 5.36× 10−18 0.28 0.17 0.25 1.4 2.8 3.9 20 25
CO2 1.214× 10−17 0.09 0.05 0.08 0.45 0.9 1.26 — —
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and CO2 is limited due to their cracking under SR (see Chapter 7); thus their
secondary ISD yields 𝜒 ′ will be much lower than for H2 and CO and can be
neglected.

9.2.8.1 The Critical Current for an Infinitely Long Vacuum Chamber
The solution for an infinitely long vacuum chamber gives the lowest limit for the
critical current (i.e. worst case) in comparison with the short vacuum chambers.
The results of the critical current calculation are shown in Table 9.5 for the single
gas model – Ic(A,A+) (where A is H2, CH4, CO, and CO2) – and two-gas model: Ic.

In the case of vacuum chamber without a beam screen, the calculations were
made for a vacuum chamber with inner diameters of 40, 50, and 60 mm at two
temperatures, 1.9 and 4.5 K. As it was shown in Chapter 7, in vacuum chamber
irradiated by SR, an amount of cryosorbed H2 and CO molecules increase with a
photon dose, while an amount of cryosorbed CH4 and CO2 molecules is limited
due to SR-induced cracking. Therefore, critical currents were calculated with the
maximum value of secondary ISD yields 𝜒 ′ for H2 and CO (see Table 9.4) and
for primary ISD yield 𝜒 for CH4 and CO2. Sticking probabilities 𝛼(H2, CO) = 0.1
and 𝛼(CH4, CO2) = 1 are assumed here. The lowest critical current for single gas
model Ic(A,A+) were obtained for H2 and CO (in bold in Table 9.5), and these two
gases were further explored in two-gas model and the results are shown in col-
umn under Ic. All the Ic results are much lower than the LHC maximum design
beam current of 0.85 A: i.e. a vacuum chamber without a beam screen will suf-
fer from the ion-induced gas density instability. Increasing the vacuum chamber
diameter and temperature help to increase the wall pumping speed and therefore,
to increase the critical current, but it would still be insufficient for safe operation
of the machine.

Table 9.5 The beam-gas ionisation cross-section at 7.0 TeV and the ion-stimulated desorption
yields for different gases and ion energy of 300 eV.

Ic [A]
Ic(H2 ,H2

+)
[A]

Ic(CH4 ,CH4
+)

[A]
Ic(CO,CO+)
[A]

Ic(CO2 ,CO2
+)

[A]

T [K] ID [mm] 𝜶(H2, CO) = 0.1

Without a beam screen
1.9 ∅40 0.22 0.28 2200 1.5 75

∅50 0.28 0.25 2740 1.72 94
∅60 0.34 0.43 3290 2.2 112

4.5 ∅40 0.34 0.44 3370 2.2 116
∅50 0.43 0.55 4220 2.8 145
∅60 0.52 0.66 5060 3.4 173

With a beam screen
5.5 ∅45 2.7 1600 70 7.3 4.2
20 ∅45 5.1 3060 134 14.0 8.1
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In the case of vacuum chamber with a beam screen, the amount of cryosorbed
gas on the inner walls of beam screen irradiated by SR is negligible (see
Chapter 7); thus the primary ISD yield 𝜒 from bare walls are used in the calcu-
lation. The beam screen transparency was set to 4.4%. In this case, the lowest
critical current for single gas model Ic(A,A+) was obtained for CO and CO2 (in
bold in Table 9.5); thus these two gases were further explored in the two-gas
model. The results shown in Table 9.5 demonstrate that using a beam screen with
a temperature between 5.5 and 20 K leads to solving the ion-induced instability
problem with a safety margin factor from 3.2 at 5.5 K to 6.0 at 20 K.

It is important to note that the critical current calculated with the two-gas
model is always lower than the ones for the single gas model.

9.2.8.2 Short Vacuum Chambers
The critical currents of all components along the beam path of the LHC storage
ring was calculated. It has been shown that some components require special
attention to increase the critical currents.

For example, the interconnects between the dipole magnets and the bellows
between two magnet cold bores have a higher temperature due to pure thermal
conductivity. Thus, although the perforated beam screen is exactly the same as in
the dipole, it does not provide distributed pumping through the pumping holes
(see Section 9.2.3.3). To solve this, either a cryosorber should be attached to the
outside of the beam screen (see Chapter 7), or the length of the interconnect
should be reduced below the critical length.

Standing alone dipoles in Long Straight Section would be unstable without a
beam screen with sufficient bean screen transparency (area of pumping holes)
(see Section 9.2.5). Magnets at 4.5 K also require using a cryosorber attached to
the outside of the beam screen.

Room temperature part require the length of vacuum chambers between the
pumps to be much less than the critical length and the pumping speed of the
pump to be sufficiently large (see Sections 9.2.3.1–9.2.3.2). Since a vacuum cham-
ber bakeout reduces ISD yields, it helps to increase the critical length or reduce
the critical current. Providing a distributed pumping speed either by NEG coating
or with NEG strips in the antechamber is also a good solution.

9.2.8.3 Effect of the Ion-Stimulated Desorption on the Gas Density
Table 9.6 shows the ratio n

𝜒 ≠ 0/n
𝜒 = 0 of the average gas density estimated tak-

ing into account the ISD (i.e. with 𝜒 ≠ 0 and 𝜒 ′
≠ 0) to the average gas density

estimated without taking into account the ISD (i.e. with 𝜒 = 0 and 𝜒 ′ = 0).

Table 9.6 The ratios n
𝜒 ≠ 0/n

𝜒 = 0of gas densities with and without taking
into account the ion-stimulated desorption for an infinitely long vacuum
chamber.

I/Ic 0.1 1/3 0.5 2/3 0.8 0.9

n
𝜒 ≠ 0/n

𝜒 = 0 1.1 1.5 2.0 3.0 5.0 10.0
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From these numerical results for the single gas estimation obtained with
Eq. (9.77) for an infinitely long vacuum chamber and with Eq. (9.78) for a finite
vacuum chamber with sufficiently high pumping (Sp > S̃p), one can deduce that
the effect of the ISD will be practically negligible (10% gas density increase)
when the machine current is 10 times less than the critical current. However,
when I/Ic = 0.5 the gas density increases by a factor 2, i.e. the ISD contribution
is practically the same as all other sources of gas. For higher I/Ic, the ISD is the
main source of gas.

The two gases system studied with Eq. (9.79) considers that gas A is the same
as in the single gas model. It is interesting to study how gas B affects the picture.
The ratio between the average gas densities of gases A and B is defined as: rBA =
ninf B∕ninf A. This ratio estimate without taking into account the ISD (i.e. with𝜒 = 0
and 𝜒 ′ = 0) is defined as rBA(𝜒 = 0) = ninf B(𝜒 = 0)∕ninf A(𝜒 = 0). Although the
gas composition in the cryogenic accelerator vacuum chamber irradiated by SR
is dominated by H2 and CO, the ion-induced gas density instability in the beam
screen case depends on CO and CO2 (see above).

The pressure ratio ninf𝜒 ≠ 0/ninf𝜒 = 0 calculated with the parameters from
Table 9.4 for two pairs of gas H2 and CO with rCO,H2

(𝜒 = 0) = 0.1, and CO and
CO2 with rCO2,CO(𝜒 = 0) = 0.1 shown on the left and right side respectively. In
case of modelling H2 and CO, the ISD of H2 is negligible in comparison to PSD,
while ISD for CO is comparable to PSD at I = 2 A, and CO becomes a dominant
gas when I > 10 A. In case of modelling CO and CO2, the ISD of CO is higher
than in a previous example due to a contribution from high ISD yield 𝜒CO,CO2

+ ,
while ISD for CO2 growing with a beam current even faster, CO2 becomes a
dominant gas when I > 2.5 A.

This examples qualitatively demonstrate the effect which was experimentally
observed in machines: the gas density composition can significantly change
(strong increase in CO and CO2) with beam current when approaching the
ion-induced pressure instability (Figure 9.7).

10
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CO2

1 1
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in
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 0
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0.01 0.1

I [A](a) (b) I [A]

1 10 0.01 0.1 1 10

Figure 9.7 The ratios n
𝜒 ≠ 0/n

𝜒 = 0 of gas densities as a function of the beam current in two-gas
models: (a) H2 +CO and (b) CO+CO2.
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9.3 VASCO as Multi-Gas Code for Studying
the Ion-Induced Pressure Instability

The VASCO code [17] was written to estimate the residual gas pressure and crit-
ical current in a hadron machine, taking into account the multi-gas model and
complex vacuum system. The code gives a numerical answer, subdividing the
vacuum system into ‘elements’ with constant properties (diameter, material and
desorption yields, temperature, etc.) as explained in the following.

9.3.1 Basic Equations and Assumptions

The basic equation used in the VASCO code merges Eqs. (9.2) and (9.3) as follows:

Ac
𝜕ni

𝜕t
=

N∑
j=1

(𝜒Ai,A+
j
+ 𝜒 ′

Ai,A+
j
(si))I𝜎j

qe
nj − (𝛼iSi + Ci)ni

+ (𝜂i + 𝜂′i (si))Γ + (𝜉i + 𝜉′i (si))Θ + qti + 𝛼iSinei(si,T) + ui
𝜕

2ni

𝜕z2 ≈ 0
(9.80)

where all terms related to cryogenic desorption or equilibrium density (ne) are
identically zero for chambers at room temperature and thermal desorption (qt)
is negligible at cryogenic temperature.

It should be noted that in the model described by Eqs. (9.2), (9.3), and (9.80)
ions are created only by interaction of the residual gas with the running beam.
To be complete, one should include ionisation by photons (mainly from SR) and
electrons (especially in the presence of electron cloud).

In the following we describe how to resolve Eq. (9.80) with the assumption of
the following:

• Time invariant parameters: This implies that the residual gas density estima-
tion is relevant to a specific moment in time, since some of the parameters are
indirectly time dependent such as the following: (i) Induced gas desorption
yields, which depend on the surface history (wall pre-conditioning, particle
bombardment) and on the cryogenic surfaces, change with the amount of gas
condensed on the surface, and (ii) NEG-distributed pumping, which varies
with the quantity of gas already pumped and the activation history.

• Cylindrical geometry: This allows for one-dimensional approximation (along
the beam axis), assuming radial symmetry. Chambers with non-cylindrical
cross sections (i.e. conical or elliptical) are approximated with cylinders having
the same conductance. When a parameter is a function of the wall surface
area (e.g. thermal outgassing and wall pumping), it is scaled to take the real
area into account.

• Finite elements: A series of ‘short’ vacuum chamber, for each element (identi-
fied by the index k= 1, …, N), we define the following equations:

Ac,k
𝜕ni,k

𝜕t
=

N∑
j=1

(𝜒(Ai,A+
j ),k

+ 𝜒 ′
(Ai,A+

j ),k
)I𝜎j

qe
nj,k − (𝛼i,kSi,k + Ci,k)ni,k
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+ (𝜂i,k + 𝜂′i,k)Γk + (𝜉i,k + 𝜉′i,k)Θk

+ 𝛼i,kSi,knei,k(si,k ,Tk) + qt,k + ui,k
𝜕

2ni,k

𝜕z2 ≈ 0 (9.81)

each characterised by a specific set of parameters (for example, a certain cross
section diameter, material properties, lumped pumping at the extremities, etc.).
The boundary conditions are chosen to ensure the continuity of the gas density
and flux functions between elements.

9.3.2 Multi-Gas Model in Matrix Form and Fragmentation in Several
Vacuum Chamber Elements

Equation (9.81) represents a set of systems of linearly dependent equations, one
system per chamber element k and one equation per gas species considered i. In
order to numerically solve such equations, we are going to express them into a
more compact matrix form. From now on we will only consider the gas species
generally dominating the residual gas in a ultra high vacuum (UHV) system: H2,
CH4, CO, and CO2, but any number and type of gas species will bring the same
matrix form. We define a set of vectors and matrices as follows (note that ionisa-
tion cross section in independent of the chamber element k):

nk =
⎡⎢⎢⎢⎣

nH
2
,k

nCH
4
,k

nCO,k
nCO2,k

⎤⎥⎥⎥⎦ , 𝛈k =
⎡⎢⎢⎢⎣
𝜂H2,k
𝜂CH4,k
𝜂CO,k
𝜂CO2,k

⎤⎥⎥⎥⎦ , 𝛈′
k =

⎡⎢⎢⎢⎢⎣
𝜂
′
H2,k

𝜂
′
CH4,k
𝜂
′
CO,k
𝜂
′
CO2,k

⎤⎥⎥⎥⎥⎦
,

qt , k =
⎡⎢⎢⎢⎣

qtH2,k
qtCH4,k
qtCO,k
qtCO2,k

⎤⎥⎥⎥⎦ , 𝜉k =
⎡⎢⎢⎢⎣
𝜉H2,k
𝜉CH4,k
𝜉CO,k
𝜉CO2,k

⎤⎥⎥⎥⎦ , 𝜉
′
k =

⎡⎢⎢⎢⎢⎣
𝜉
′
H2,k

𝜉
′
CH4,k
𝜉
′
CO,k
𝜉
′
CO2,k

⎤⎥⎥⎥⎥⎦
,

𝜒k =

⎡⎢⎢⎢⎢⎣
𝜒(H2,H+

2 ),k
𝜒(H2,CH+

4 ),k
𝜒(H2,CO+),k 𝜒(H2,CO+

2 ),k
𝜒(CH4,H+

2 ),k
𝜒(CH4,CH+

4 ),k
𝜒(CH4,CO+),k 𝜒(CH4,CO+

2 ),k
𝜒(CO,H+

2 ),k
𝜒(CO,CH+

4 ),k
𝜒(CO,CO+),k 𝜒(CO,CO+

2 ),k
𝜒(CO2,H+

2 ),k
𝜒(CO2,CH+

4 ),k
𝜒(CO2,CO+),k 𝜒(CO2,CO+

2 ),k

⎤⎥⎥⎥⎥⎦
,

𝜒
′
k =

⎡⎢⎢⎢⎢⎢⎣

𝜒
′
(H2,H+

2 ),k
𝜒

′
(H2,CH+

4 ),k
𝜒

′
(H2,CO+),k 𝜒

′
(H2,CO+

2 ),k
𝜒

′
(CH4,H+

2 ),k
𝜒

′
(CH4,CH+

4 ),k
𝜒

′
(CH4,CO+),k 𝜒

′
(CH4,CO+

2 ),k
𝜒

′
(CO,H+

2 ),k
𝜒

′
(CO,CH+

4 ),k
𝜒

′
(CO,CO+),k 𝜒

′
(CO,CO+

2 ),k
𝜒

′
(CO2,H+

2 ),k
𝜒

′
(CO2,CH+

4 ),k
𝜒

′
(CO2,CO+),k 𝜒

′
(CO2,CO+

2 ),k

⎤⎥⎥⎥⎥⎥⎦
;

uk =
⎡⎢⎢⎢⎣
uH2,k 0 0 0

0 uCH4,k 0 0
0 0 uCO,k 0
0 0 0 uCO2,k

⎤⎥⎥⎥⎦ , 𝛔 =
⎡⎢⎢⎢⎣
𝜎H2

0 0 0
0 𝜎CH4

0 0
0 0 𝜎CO 0
0 0 0 𝜎CO2

⎤⎥⎥⎥⎦ ,
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𝛂k =
⎡⎢⎢⎢⎣
𝛼H2,k 0 0 0

0 𝛼CH4,k 0 0
0 0 𝛼CO,k 0
0 0 0 𝛼CO2,k

⎤⎥⎥⎥⎦ , Sk =
⎡⎢⎢⎢⎣
SH2,k 0 0 0

0 SCH4,k 0 0
0 0 SCO,k 0
0 0 0 SCO2,k

⎤⎥⎥⎥⎦ ,

Ck =
⎡⎢⎢⎢⎣
CH2,k 0 0 0

0 CCH4,k 0 0
0 0 CCO,k 0
0 0 0 CCO2,k

⎤⎥⎥⎥⎦ .
Thus, Eq. (9.4) can be rewritten in matrix form as follows:

uk
d2nk

dz2 − cknk + qk = 0 (9.82)

where

ck is the net effect between the wall distributed pumping speed and the
ion-induced desorption:
– ck = 𝛂kSk + Ck − 𝛘𝛋

I𝛔
qe

at room temperature
– ck = 𝛂kSk + Ck − (𝛘k + 𝛘′

k)
I𝛔
qe

at cryogenic temperature
qk is the photon-stimulated, electron-stimulated, and thermal desorption term:

– qk = 𝜂kΓk + 𝜉kΘk + qt,k at room temperature
– qk = (𝛈k + 𝛈′

k)𝚪k + (𝛏k + 𝛏′k)𝚯k +𝛂kSknek at cryogenic temperature

9.3.2.1 Boundary Conditions
At the boundary between two segments, the continuity of the density function
must be guaranteed. Moreover, the sum of flow of molecules coming from the
two side of one boundary must be equal to the amount of molecules pumped
(Sp) or generated by a local source (g) as pictured in Figure 9.8.

In the specific case of the VASCO code, for the first and the last elements, where
there are no lumped pumps, ‘mirror’ boundary conditions are adopted. In other
words, it is supposed that the sector considered is open and continues with the
same cross section, and molecules travelling in the outwards direction are the

2SP,1 SP,k SP,k+1 SP,N 2SP,N+1

n1(z)

zkz1

nk(z) nN(z)nk+1(z)

zk+1 zN zN+1

2gN+1gNgk+1gk2g1

Figure 9.8 Schematic of a beam pipe subdivided in several elements. zk represents the
distance of the segment from an arbitrary reference point (distance included in the input file
for convenience of the code user). The sketched light grey lines show how the gas density of a
specific gas species might evolve along the beam pipe, due to outgassing and pumping.
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same as those travelling back into the system (as if reflected). If there are lumped
pumps or gas sources, the pumping speed and gas fluxes are halved.

nk−𝟏(zk) = nk(zk)

−uk−𝟏
dnk−𝟏

dz
||||zk

+ uk
dnk

dz
||||zk

= Sp , knk(zk) − gk
for k = 2,… ,N . (9.83)

Assuming an open pipe, where the pumping speed and gas sources are equally
shared between the two parts of the pipe, only half of the pumping speed and gas
flux at the extremities of the considered beam pipe section are available3:

u𝟏
dn𝟏

dz
||||z1

= Sp,1n1(z1) − g1

−uN
dnN

dz
||||zN+1

= Sp,N+1nN(zN+1) − gN+1

for k = 1 and k = N + 1 (9.84)

where the matrices Sp,k is the lumped pumping speed and gk is the localised gas
source at the intersection between the segments (k − 1) and (k).

Sp , k =
⎡⎢⎢⎢⎣
SpH2,k 0 0 0

0 SpCH4,k 0 0
0 0 SpCO,k 0
0 0 0 SpCO2,k

⎤⎥⎥⎥⎦ and gk =
⎡⎢⎢⎢⎣

gH2,k
gCH4,k
gCO,k
gCO2,k

⎤⎥⎥⎥⎦ (9.85)

9.3.3 Transformation of the Second-Order Differential Linear Equation
into a System of First-Order Equations

A linear differential equation of the second order can be transformed into two
equations of the first order, with a change of variable. Let us call⎧⎪⎨⎪⎩

y𝟏 , k = nk

y𝟐 , k =
dnk

dz
for k = 1,… ,N (9.86)

Equation (9.81) becomes the system of equations:

⎧⎪⎨⎪⎩
dy𝟏 , k

dz
= y𝟐 , k

dy𝟐 , k

dz
= −|uk|−1cky𝟏 , k − |uk|−1qk

(9.87)

If I is the identity matrix, and 0 the identically zero matrix, we can now define the
new matrices:

Yk =
[

y𝟏 , k
y𝟐 , k

]
(9.88)

Mk =
[

𝟎 I
−|uk|−1ck 𝟎

]
and bk =

[
𝟎

−|uk|−1ck

]
(9.89)

3 With the above boundary conditions, only the solution of the density for known pumping speed
or gas source at the pipe extremities can be found.
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Let z be the variable running along each segment z∈ [0 Lk] where Lk represents
the length of the segment kth. Y0k = Y(z = 0) represents the set of initial condi-
tions.

We define:
Pk(z) = exp(Mkz);

Qk(z) =
∫

z

0
exp{Mk(z − 𝜏)}bk d𝜏. (9.90)

We can write the solution as a function of the initial conditions:

Yk(z) = Pk(z)Y𝟎 , k + Qk(z). (9.91)

9.3.3.1 Boundary Conditions
The boundary conditions in Eq. (9.84) must now be expressed in terms of the new
matrices:

Hk−𝟏Yk−𝟏(zk) − (Hk +Ξk)Yk(zk) = Gk for k = 2,… ,N (9.92)

F𝟏Y𝟏(z1) = −g𝟏 for k = 1
FNYN(zN+1) = gN+𝟏 for k = N + 1 (9.93)

where

Hk =
[

I 𝟎
𝟎 −uk

]
, 𝚵k =

[
𝟎 𝟎

Sk 𝟎

]
, and Gk =

[
𝟎

−gk

]
. (9.94)

F𝟏 =
[
−S𝟏 u𝟏

]
and FN =

[
SN+𝟏 uN

]
. (9.95)

9.3.4 Set of Equations to be Solved

The set initial conditions, Y0,k, in the solution Eq. (9.91) can be calculated from
the set of equations imposed by the boundary conditions. Therefore, we want to
express such equations in terms of Y0,k for each segment.

Taking into account that at z = Lk − 1, Yk− 1(Lk − 1) = Pk− 1(Lk − 1)Y0,k− 1 +Qk− 1
(Lk − 1), we finally get to the set of equations to be solved:

Hk−𝟏[Pk−𝟏(Lk−1)Y𝟎 , k−𝟏 + Qk−𝟏(Lk−1)]
− (Hk + Ξk)Y𝟎 , k = Gk for k = 2,… ,N (9.96)

F𝟏Y𝟎 , 𝟏 = −g𝟏 for k = 1
FN[PN(LN )Y𝟎 ,N + QN(LN )] = gN+𝟏 for k = N + 1

(9.97)

We can compact Eqs. (9.96) and (9.97) together and find a system of (2×Ngas ×N)
equations for the (2×Ngas ×N) variables:

⎡⎢⎢⎢⎢⎢⎢⎢⎣

F𝟏 0 0 · · · · · · 0 0
H𝟏P𝟏(L1) −(H𝟐 + Ξ𝟐) 0 · · · · · · 0 0

0 H𝟐P𝟐(L2) −(H𝟑 + Ξ𝟑) · · · · · · 0 0
0 ⋮ ⋮ · · · · · · 0 0
.. ⋮ ⋮ ⋱ ⋱ · · · · · ·
0 0 0 · · · · · · HN−𝟏PN−𝟏(LN−1) −(HN + ΞN)
0 0 0 · · · · · · 0 FNPN(LN )

⎤⎥⎥⎥⎥⎥⎥⎥⎦



452 9 Ion-Induced Pressure Instability

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Y𝟎 , 𝟏
Y𝟎 , 𝟐
Y𝟎 , 𝟑
⋮
⋮

Y𝟎 ,N−𝟏
Y𝟎 ,N

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−g𝟏
G𝟐 − H𝟏Q𝟏(L1)
G𝟑 − H𝟐Q𝟐(L2)

⋮
⋮

GN − HN−𝟏QN−𝟏(LN−1)
gN+𝟏 − FNQN(LN )

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(9.98)

SolvMatrix =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

F𝟏 0 0 · · · · · · 0 0
H𝟏P𝟏(L1) −(H𝟐 + Ξ𝟐) 0 · · · · · · 0 0

0 H𝟐P𝟐(L2) −(H𝟑 + Ξ𝟑) · · · · · · 0 0
0 ⋮ ⋮ · · · · · · 0 0
⋮ ⋮ ⋮ ⋱ ⋱ ⋮ ⋮
0 0 0 · · · · · · HN−𝟏PN−𝟏(LN−1) −(HN + ΞN)
0 0 0 · · · · · · 0 FNPN(LN )

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(9.99)

w =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−g𝟏
G𝟐 − H𝟏Q𝟏(L1)
G𝟑 − H𝟐Q𝟐(L2)

⋮
⋮

GN − HN−𝟏QN−𝟏(LN−1)
gN+𝟏 − FNQN(LN )

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(9.100)

SolvMatrix • Y𝟎 = w ⇒ Y𝟎 = SolvMatrix−1 • w (9.101)

9.3.5 ‘Single Gas Model’ Against ‘Multi-Gas Model’

The VASCO code has been validated against the analytical solution, where pos-
sible. Moreover, in Ref. [17] the code results have been successfully compared to
a different code called PRESSURE, used previously for vacuum calculations [18],
which uses the single gas model.

The sensitivity of the models used in the VASCO program (single and multi-gas
models) to parameter variation was also studied in [17]. In this section we report
only the analysis of the effect of the matrix ck parameters in Eq. (9.82), since the
major novelty of the VASCO code is the introduction of the multi-gas model, i.e.
the cross interaction between gas species expressed by this matrix.

The vacuum system geometry for this analysis consists of two (arbitrarily cho-
sen) segments with the same diameter (91.63 mm) and length (3 m), as for the Ion
Store Ring machine, with three lumped pumps with pumping speed independent
of gas species, two at the extremities (Sz=0 = Sz=6 m = 1.2 m3/s) and one between
segments (Sz=3 m = 0.6 m3/s) at room temperature (300 K). The parameters were
estimated from lab measurements, as discussed in detail in [19]. In particular, the
ionisation cross section of residual gas interacting with protons are extrapolated
to 7 TeV protons in Ref. [20], electron-induced desorption measured for baked
copper in Ref. [21], photon-induced desorption yields as in [22], and thermal out-
gassing from [23]. The values of electron and photon flux are typical values for



9.3 VASCO as Multi-Gas Code for Studying the Ion-Induced Pressure Instability 453

the LHC [24]:

𝜎 =
⎡⎢⎢⎢⎣
4.45 × 10−23 0 0 0

0 3.18 × 10−22 0 0
0 0 2.75 × 10−22 0
0 0 0 4.29 × 10−22

⎤⎥⎥⎥⎦
𝛏 =

[
1.73 × 10−3 6.46 × 10−5 4.52 × 10−4 3.87 × 10−4] T

𝛈 =
[
1.50 × 10−4 4.00 × 10−6 1.50 × 10−5 2.50 × 10−5] T

qt =
1.33 × 10−5

kBT
[
1 × 10−12 5 × 10−15 1 × 10−14 5 × 10−15] T

Θ = 1.2 × 1014

Γ = 3 × 1015

For the multi-gas model, the ion-induced desorption yields come from measure-
ments on baked Cu samples performed in [25] as a function of the incident ion
at 5 keV ion incident energy and scaled at 300 eV (ion energy as estimated in field
free regions of the LHC Long Straight Section [12]) using the scaling factor from
[20]:

𝜒 =
⎡⎢⎢⎢⎣
0.54 0.54 0.54 0.54
0.04 0.05 0.07 0.11
0.25 0.29 0.29 0.33
0.14 0.14 0.14 0.14

⎤⎥⎥⎥⎦
For the single gas model, the ion-induced desorption yields for each gas species
(corresponding to elements on the diagonal) have been chosen as the average
between all the desorption yields for that species from the different ions weighted
by the respective ionisation cross section:

𝜒i =

∑
j
{𝜒(Ai,A+

j ),k
𝜎j}∑

j
𝜎j

.

The results of density calculated with the multi-gas model are shown in Figure 9.9.
In this case, the critical current, i.e. the value of beam current above which pres-
sure runaway is expected, has been estimated to be 65.4 A. The hydrogen thermal
outgassing and the hydrogen contributions from photon and electron desorp-
tions are much higher than for the other gas species. Thus H2 density at current
much lower than the critical current is the highest (Figure 9.9a,b). As the current
is increased, however, the net production of CO increases faster, given the high
ion-induced desorption yield and the lower conductance. The gas composition
changes and is dominated by CO and H2 (Figure 9.9c). When the critical cur-
rent is approached, CO species is the major component of the residual gas and
determines the critical current (Figure 9.9d). The evolution of the density and
composition with beam current reproduces what was observed in the ISR when
pressure runaway occurred [2].

If the equivalent single gas model is used, the value of critical current results
148.6 A, determined by CO. As shown in Figure 9.10, the gas density at low
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Figure 9.9 Multi-gas model: (a) density profile along the pipe axes calculated at 0 and 10 A
beam current; (b) at 15 and 40 A; (c) at 50 and 60 A. (d) Gas density at 1.7 m location as a
function of the beam current. Note that the vertical scale changes from figure to figure.
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Figure 9.10 Gas density at z = 1.7 m with location as a function of the beam current for
(a) multi-gas model and (b) single gas model.

beam current is the same for the two cases, since the ion-induced desorption
contribution is negligible with respect to other gas sources. When increasing
the beam current, the gas composition changes and the single gas model are
dominated by CO and CO2, contrary to the experimental observations [2].
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In conclusion, the multi-gas model seems to better reproduce experimental
results. The model can be used when designing an accelerator for positrons or
hadrons, and to calculate the expected critical current and determine the param-
eters (material, vacuum conditioning, vacuum chamber diameter, pumping, dis-
tributed pumping, etc.) of the vacuum system. A factor of 2 minimum should
nevertheless be taken as safety margin, given that ion-induced desorption yield
are measured with large error bars (see Section 9.5) and that, with the VASCO
code, the critical current is calculated by increasing the beam current progres-
sively until the results diverge. This of course does not take into account any
time evolution and progressive increase of pressure, and therefore ions, which
will probably cause a pressure runaway at lower current values.

The model and the VASCO code have been used to design the vacuum cham-
bers in the experimental regions and the warm long straight sections of the LHC
[26] as well as to estimate the residual gas pressure to expect in the machine [27],
in order to then assess the background noise to the LHC experiments due to
beam–gas interactions.

9.4 Energy of Ions Hitting Vacuum Chamber

The ISD yields depend on the energy and mass of ions bombarding the vacuum
chamber walls (see Chapter 4); thus calculation of the ion energy for each type
of ions is essential for analysis of ion-induced pressure instability. The electron
loss ionisation has the highest cross section; thus the positively charged ions are
under consideration here. Immediately after ionisation, the newly born ions are
exposed to the electric field of a positive space charge of the positron, proton, or
ion beam, and, therefore, the ions are repelled from the beam and accelerated in
this field towards the vacuum chamber wall. Thus the ions impact with vacuum
chamber walls with an energy that depends on the beam current, on the beam
r.m.s., bunch spacing, on the ion mass and the position where the residual gas
molecule was ionised, and the cross-sectional dimension of the vacuum chamber
[8, 9, 13, 28, 29].

9.4.1 Ion Energy in the Vacuum Chamber Without a Magnetic Field

9.4.1.1 Circular Beams
Let us consider a circular beam with a Gaussian profile. The time-averaged elec-
tric field of the beam can be given in SI units by

E = I
2𝜋𝜀0cr

(
1 − e−

(
r
𝜎r

)2)
; (9.102)

where
I is the proton beam current
𝜀0 = 8.85× 10−12 [F/m] is the permittivity of free space
c is the speed of light in vacuum
𝜎r is the r.m.s. beam size, 𝜎r =

√
𝛽𝜀n∕𝛾

r is the distance from the centre of beam to the ion
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In the estimation with a continuous (unbunched) beam, the ions arrive at the
vacuum chamber wall with a kinetic energy equal to the difference in potential
between the point of the ionisation and the wall:

W (a) =
∫

R

a
E(r)dr; (9.103)

where a is the radial position where the molecule was ionised and R is the internal
radius of the vacuum chamber. The probability of ionisation 𝜌(a) for the residual
gas molecules is proportional to the Gaussian distribution of beam particles and
the initial radial position, a, of the ion (i.e. where a gas molecule was ionised):

𝜌(a) ∝ 2𝜋re−
(

a
𝜎r

)2

(9.104)

Then numerical integrating of equation (9.103) with K different initial radial posi-
tions, ak (for example, ak = 3𝜎r/k, k = 1, 2, …, K ), gives the average value of ion
energies for unbunched beam:

⟨Wu⟩ = K∑
k=1

wkW (rk) (9.105)

where wk is weight of W (ak): wk = 𝜌(ak )
N∑

j=1
𝜌(aj)

.

The estimation described above does not take into account the effect of a
bunched beam. For example, the bunch length in the LHC is 𝜏 = 0.257 ns and
the bunch spacing is T = 24.95 ns, i.e. T/𝜏 ≈ 97. Thus, a peak electric field (in
the presence of bunch of particles) is a factor T/𝜏 higher than an average electric
field value:

Epeak = I
2𝜋𝜀0cr

(
1 − e−

(
r
𝜎r

)2) T
𝜏

(9.106)

A newly born ion is accelerated by the peak electric field during the bunch pas-
sage and then it drifts with a constant velocity until the next bunch arrives. An
estimation of its final velocity can be obtained by numerical integration. The iter-
ation formulae for ion velocity and the radial position in the presence of a bunch
can be written as⎧⎪⎨⎪⎩

vn = vn−1 + Epeak
q
m

• Δt;

rn = rn−1 + vn • Δt;
(9.107)

where Δt = 𝜏/N is the time interval, n = 1, 2, …, N . The time interval should be
small enough so as not to influence the final result. This requirement was found
to be satisfactory for N= 1000. Between two bunches the electric field is equal
to zero; thus the ions are drifting with energies gained before and their velocities
can be described as{

vd = vN ;
rd = rN + vN T .

(9.108)
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Figure 9.11 The ion energy in the LHC beam chamber as a function of 𝛽-function for a beam
current I = 0.85 A in a vacuum chamber with R = 25 mm.

The ion can be born at a different radial positions and anywhere along the
length of the bunch: in the head, in the middle part, or at the tail. The position
along the bunch can be described in terms of time, i.e. the duration of accelera-
tion of the ion by the first bunch: 𝜏1 = m

M
𝜏 , m = 1, 2, …, M. The formula for the

average ion energy of bunched beam is

⟨Wb⟩ = 1
M

M∑
m=1

K∑
k=1

wkWk

(
ak ,

m
M
𝜏

)
(9.109)

It is obvious that the ion energy calculated for a bunched beam with Eq. (9.109)
has upper and lower limits:

– The ion energy calculated for a bunched beam could not be lower than for
unbunched beam with the same beam current and 𝛽-function calculated with
Eq. (9.105).

– The maximum ion energy calculated for a bunched beam could not be higher
than for unbunched beam calculated for peak electric field Epeak, i.e.:

⟨Wu⟩ ≤ ⟨Wb⟩ ≤ T
𝜏

⟨Wu⟩ (9.110)

For example, the results of ion energy calculation for H2
+ and CO+ ions as

a function of 𝛽-function in the LHC magnetic-field-free sections are presented
in Figure 9.11 for the following parameters: 𝜀n = 3.75× 10−6 m⋅rad, 𝛾 = 7460.6,
𝜏 = 0.257 ns, T = 24.95 ns, and I = 0.85 A. For the large values of 𝛽-function
(i.e. 𝛽 > 300 m for H2

+ and 𝛽 > 10 m for CO+), the average ion energy of bunched
beam calculated with Eq. (9.109) is practically the same as for an unbunched beam
calculated with Eq. (8.4). For smaller values of 𝛽-function, Eq. (8.4) significantly
underestimates the ion energy. It is also worth mentioning that H2

+ ions gain
higher energy than CO+ ions due to a smaller mass.

The maximum values of ion energies W max(H2
+) and W max(CO+) calculated

with Eq. (9.109) and shown in Figure 9.11 could be up to a factor 2.8 larger than
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Figure 9.12 The average ion energy in the LHC beam chamber as a function of beam current
in a vacuum chamber with R = 25 mm.

the average values. However, W max(H2
+) and W max(CO+) are still much below

the upper limit shown in Eq. (9.110). That means that no ions reached the wall of
vacuum chamber within a bunch passing time 𝜏 . Thus, no simple formula can be
used for accurate calculation of average ion energies, and numerical integration
procedure described above should be applied.

The H2
+ and CO+ average ion energies as a function of beam current are shown

in Figure 9.12 for three 𝛽-function values: 0.5, 100, and 1000 m. The ion energy
linearly increases with a beam current when 𝛽 = 100 and 1000 m, while the ion
energy is approximately proportional to I1.6 when 𝛽 = 0.5 m.

The H2
+ and CO+ average ion energy increases with a beam chamber radius

as shown in Figure 9.13 for two 𝛽-function values, 100 and 1000 m, and for
I = 0.85 A. However, when 𝛽 = 0.5 m, the ion energy increases insignifi-
cantly with a beam chamber radius: 5.07 keV≤W max(H2

+)≤ 5.11 keV and
788 eV≤W max(CO+)≤ 845 eV.

In particle colliders, two beams may coexist in the same beam pipe at the loca-
tions close to the interaction region. In this case, the ion energy is not uniform
along the beam chamber. It depends on whether or not the beams arrive at a fixed
cross section simultaneously or with a time delay. The highest average ion energy
is reached in places where the beams arrive simultaneously and then in the lowest
one where the beams arrive in anti-phase.

9.4.1.2 Flat Beams
Flat beams are the beams with one transversal beam size much greater than
another one. Let us consider 𝜎x ≫𝜎y, where 𝜎x and 𝜎y are the horizontal and
vertical transversal r.m.s. beam sizes. In this case, the probability of ionisation
𝜌(x, y) of the residual gas molecules is proportional to a Gaussian distribution of
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Figure 9.13 The average ion energy in the LHC beam chamber as a function of a beam
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charges particles in the bunch and the molecule position (x, y) at the ionisation
time:

𝜌(x, y) ∝ 2𝜋re−xy∕(𝜎x𝜎y); (9.111)

The electric field, Eb, of the flat bunch can be described with the Bassetti–Erskine
formula (see, e.g. [30]) adopted for flat beams as follows [31]:

E(x, y) =
qb

4𝜋𝜀0lb𝜎x

×

|||||||||||||||||||||||||||||||||||||||||

√
8
𝜋

•
y𝜎x

x2 + y2

[
1 −

(y2 − 3x2)𝜎x
2

(x2 + y2)2

]
for x, y > 3𝜎x;

otherwise ∶

exp
⎡⎢⎢⎣−
(

x − iy√
2𝜎x

)2⎤⎥⎥⎦ erf

⎛⎜⎜⎜⎜⎝
y
𝜎x

𝜎y
+ ix

𝜎y

𝜎x√
2𝜎x

⎞⎟⎟⎟⎟⎠
− exp

⎡⎢⎢⎣−
(

x + iy√
2𝜎x

)2⎤⎥⎥⎦ erf

(
y − ix√

2𝜎x

)

+ exp
⎡⎢⎢⎣−
(

x + iy√
2𝜎x

)2⎤⎥⎥⎦ erf

⎛⎜⎜⎜⎜⎝
y
𝜎x

𝜎y
− ix

𝜎y

𝜎x√
2𝜎x

⎞⎟⎟⎟⎟⎠
− exp

⎡⎢⎢⎣−
(

x − iy√
2𝜎x

)2⎤⎥⎥⎦ erf

(
y + ix√

2𝜎x

)

(9.112)

The following analysis is similar to the one described for the circular beams only
with the difference that instead of varying an initial radial position of the ion, two
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Table 9.7 Ion energy calculated in the ILC positron damping ring with 𝜏 = 0.02 ns, T = 3.08 ns,
and I = 0.4 A for different beam sizes and different components.

Straights (magnetic
field free)

Arcs (dipole
magnetic field)

Wigglers (alternating
magnetic field)

𝜎x [m] max 1.3× 10−3 1.3× 10−3 2.7× 10−3

min 2.7× 10−4 6.5× 10−4 1.9× 10−4

𝜎y [m] max 1.0× 10−5 8.9× 10−6 5.5× 10−6

min 5.6× 10−6 5.6× 10−6 3.8× 10−6

E [eV] max 320 265 340
min 220 220 320

coordinates x0 and y0 are varied. For example, the ion energies were calculated for
different parts of the ILC positron damping ring: arcs, long straights, and wigglers
[15]. Beam parameters were 𝜏 = 0.02 ns, T = 3.08 ns, and I = 0.4 A. For the beam
sizes 𝜎x and 𝜎y varying along the ring, one can find their maximum and minimum
values.

The results of calculations in Table 9.7 demonstrate that the ion energy varies
with the beam sizes between 220 eV for largest 𝜎x and 𝜎y and 340 eV for smallest
in ILC DR; however no difference in energy was found for H2

+, CO+, and CO2
+.

It was also found that variation of the bunch length between 6 and 9 mm does
not affect the result.

9.4.2 Ion Energy in a Vacuum Chamber with a Magnetic Field

Along most of the length of the LHC, the vacuum chambers can be located inside
magnetic elements: dipoles, quadrupoles, or solenoids. The magnetic field will
bend the ion, accelerated by the electric field, and the energy of ion bombarding
in the vacuum chamber wall can then differ from the estimation made without
magnetic field. Furthermore, the angle of incidence may go from perpendicular
to grazing, which corresponds to larger ISD yields.

To include the effect of magnetic field, the iteration formulas (9.107) and (9.108)
for the ion velocity and the radial position in magnetic field −→B = (Bx,By,Bz)
should be rewritten as⎧⎪⎨⎪⎩

−→v n = −→v n−1 +
q
m
(
−→E + −→v n−1 ×

−→B ) • Δt,
−→r n = −→r n−1 +

−→v n • Δt;
(9.113)

where −→E =
−→E peak during the bunch passage and −→E = 0, in another case.

Three cases were studied for vacuum chamber in the following:

(1) The dipole magnetic field (all formulation is also applicable to wigglers).
(2) The quadrupole magnetic field.
(3) Solenoid magnetic field (could be applied in particle detectors).
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9.4.2.1 Vacuum Chamber in a Dipole Magnetic Field
The dipole magnetic field strength in the accelerators may vary significantly from
B= 1.4 T in room temperature machines to B= 8.4 T in the LHC arcs and 16–20 T
in the FCC. The Eq. (8.13) for a dipole magnetic field −→B = (0,B, 0) can be written
in a more detailed form such as g⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

vxn = vxn−1 +
q
m
(E cos 𝛼 − vzn−1B) • Δt;

vyn = vyn−1 +
q
m

E sin 𝛼 • Δt;

vzn = vzn−1 +
q
m

vxn−1B • Δt;

xn = xn−1 + vxn • Δt;

yn = yn−1 + vyn • Δt;

zn = zn−1 + vzn • Δt.

(9.114)

The results of estimations of ion energies in a dipole magnetic field with the
LHC beam parameters used above shows that H2

+ ion energy increase by 10%
in B = 1.4 T and by 15% in B = 8.4 T, while the energy of CO+ does not change.
The results of calculations for the ILC DR in Table 9.7 demonstrate that the ion
energy was mainly affected by the beam size at different locations and the effect
of magnetic field was found to be insignificant.

It should be noted that since the ions drift along the magnetic field lines, they
will bombard only the top and bottom of a vacuum chamber in a dipole (two
strips along the beam path). The incident angle of ions varies between normal
and very greasing angles.

9.4.2.2 Vacuum Chamber in a Quadrupole Magnetic Field
From the point of view of vacuum stability, the vacuum chambers inside the
quadrupoles are the most critical elements. The quadrupole magnetic field can
be described as{

Bx = Gr sin 𝛼,
By = Gr cos 𝛼;

(9.115)

where G is the gradient of the quadrupole magnetic field, 𝛼 is the angle of radius
vector −→r : x = r cos 𝛼, y = r sin 𝛼.

Equation (9.114) can be rewritten in a more detailed form in this case such as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

vxn = vxn−1 +
q
m
(E − vzn−1B) cos 𝛼 • Δt;

vyn = vyn−1 +
q
m
(E + vzn−1B) sin 𝛼 • Δt;

vzn = vzn−1 +
q
m
(vxn−1B cos 𝛼 − vyn−1B sin 𝛼) • Δt;

xn = xn−1 + vxn • Δt;

yn = yn−1 + vyn • Δt;

zn = zn−1 + vzn • Δt.

(9.116)
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Figure 9.14 Examples of ion
trajectories in a quadrupole
field.

The estimations of the ion energy in the LHC quadrupoles were made for the
maximum gradient of the quadrupole magnetic field G= 240 T/m. It was found
that the H2

+ energy is higher by 1.3–1.7 times in the presence of the quadrupole
magnetic field, while CO+ ions have practically the same energy in both cases.

Figure 9.14 shows the examples of H2
+ and CO+ trajectories with the initial

angle of the radius vector between 0∘ and 45∘. The axes X and Y correspond to
the vacuum chamber cross section. The ions bombard four ∼4 mm strips along
a 50 mm diameter vacuum chamber in a quadrupole, i.e. about 10% of vacuum
chamber surface. The ion migration along the vacuum chamber axis Z does not
exceed the diameter of the vacuum chamber.

9.4.2.3 Vacuum Chamber in a Solenoid Magnetic Field
A strong solenoid field can be used in particle detectors at the interaction regions
of colliders, for example, the strength of magnetic fields the LHC detectors is 2 T
in ATLAS and 4 T in CMS. The gas density and the vacuum stability of these
elements are very important parameters, which also depend on energy of ions
bombarding the walls of vacuum chamber.

The iteration formula (9.114) for the ion velocity and the radial position in a
solenoid magnetic field can be rewritten in that case as

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

vxn = vxn−1 +
q
m
(E cos 𝛼 + vyn−1B) • Δt;

vyn = vyn−1 +
q
m
(E sin 𝛼 − vxn−1B) • Δt;

vzn = vz0;
xn = xn−1 + vxn • Δt;
yn = yn−1 + vyn • Δt;
zn = z0 + vz0 • Δt • n.

(9.117)
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Figure 9.15 Examples of (a) H+
2 and (b) CO+ ion trajectories in a 2-T solenoid field.

The estimations of the ion energy in solenoid field were performed for the mag-
netic field with B= 2 T and B= 4 T in a vacuum chamber with diameter of 58 mm.
The computation will stop when either the ion reaches the wall or after 1000
bunches passed. This means that the ion having an initial energy of about 1 eV
can move longitudinally no more than 0.25 m: i.e. the ion remains practically with
the same coordinate z. Few examples of the ion trajectories near the interaction
point with 𝛽 = 0.5 m are shown in Figure 9.15 for ions born at r0 = 𝜎r .

Studying the ion energies with iteration calculations requires long computing
time; however a simple estimation of energy range is made analytically. The ions
bend in the solenoid magnetic field and may reach a vacuum chamber wall if
the bending radius is larger than half radius of the vacuum chamber; otherwise
the ion will return to the centre of the vacuum chamber. During their numerous
circulation, the ions strongly accelerate or decelerate when they travel close to
the beam (inside the beam with size of about 𝜎r). They will circulate between the
centre and the wall of the vacuum chamber until the ion gains sufficient energy
that its bending radius will be larger than half radius of vacuum chamber. In a
strong magnetic field or for large 𝛽, the ions circulates around a beam. The ion
energy and bending radius increase slowly and the ions may not reach the vacuum
chamber walls even after 1000 bunches.

The bending radius r of the ion depends on its velocity v as

r = mv
qB

(9.118)

The period T ion is

Tion = 2𝜋r
v

= 2𝜋m
qB

(9.119)

which can be compared with the bunch spacing T .
The minimum energy of ions reaching a wall in a solenoid magnetic field can

be estimated as

E1 =
(qBr)2

2m
≈

(qBR)2

8m
(9.120)
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Table 9.8 The minimum energy of ions reaching a wall in a solenoid
magnetic field in the LHC beam chamber.

B = 2 T B = 4 T

[keV] H2
+ CO+ H2

+ CO+

E0 13.6 2.7 13.6 2.7
E1 20 1.45 80 5.8
E2 36 12 100 12
E3 80 5.8 325 23
Emin 20 2.7 80 5.8
Emax 80 12 325 23
E′

max ∼35 ∼8 ∼270 ∼8

The minimum impact energy can be estimated as a maximum of two values E1
and is the energy, estimated in case of without the magnetic field, E0:

Emin = max{E0,E1} (9.121)
The maximum impact energy can be estimated as a maximum of two values:

Emax = max{E2,E3} (9.122)
First value is the energy E2 that the ion will get if it arrives about the centre of a
vacuum chamber simultaneously with a bunch. This energy can be estimated with
numerical integration. The second value, E3 comes from maximal possible bend-
ing radius in a vacuum chamber, which is about the same as a radius of vacuum
chamber:

E3 ≤
(qBR)2

2m
(9.123)

In general, the case when E0 >Emax means that magnetic field has no effect on
the ion energy.

The results of the analytical estimations of H2
+ and CO+ ion energies E0, E1,

E2, E3, and minimum and maximum impact energies, Emin and Emax, is shown in
Table 9.8 in comparison with a result obtained with iteration numerical estima-
tion, E′

max.
It is important to point out two important results for ions in a solenoid field:

– The ions will bombard a wall at grazing incident angles, which leads to higher
ISD yields than at normal incident.

– The ions with energy in a few kiloelectron volts circulating in a magnetic
field with a lifetime of ∼1000 bunch passes can also ionise the residual gas
molecules. This effect was not considered in the models discussed earlier.

9.5 Errors in Estimating the Critical Currents Ic

Each of the experimental or calculated parameters used for estimations of
the critical current is affected by errors, and these errors propagate in the
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calculations. The parameters to which the critical current values are most
sensitive are:
– Beam–gas ionisation cross sections
– Ion impact energy
– ISD yields

⚬ From a bare surface
⚬ From condensed or cryosorbed gases.

– Pumping
⚬ Vacuum conductivity of vacuum chamber
⚬ Sticking probability of cryogenic or getter-coated vacuum chamber
⚬ Lumped pumping speed

9.5.1 Beam–Gas Ionisation

Beam–gas ionisation cross sections can be calculated with Eq. (1.7) (see
Chapter 1) under the assumption that the model is correct. However, the results
reported in Ref. [32] show that the ionisation cross sections could be smaller
by a factor of 1.2–1.7. As not experts on beam–gas interaction, the authors
prefer to use a higher value obtained with Eq. (8.23), as it is either a correct or
overestimated value leading to a safety margin in the critical current calculations.

In the machines with a significant flux of SR, the photons have a finite proba-
bility of ionising the residual gas in the chamber. To take this effect into account,
the ionisation cross section in the equation describing the gas density evolution
has to be included by an amount equal to the photo-ionisation probability. This
intensifies the ‘gain’ in the ion desorption stability problem. The gas density cor-
responding to a certain value of the beam current will be therefore higher. It is
estimated that the photo-ionisation probability can be up to a factor of 10 times
larger than the probability of ionisation from protons. This effect could therefore
be of importance and should be studied in a future work.

The high intensity machines may also be suffering the BIEM (see Chapter 8).
The multipacting electrons can have energies in the range between 0 and 1000 eV,
these electrons have a high ionisation cross section, and their addition impact
on gas ionisation might be non-negligible. To include this effect, one needs to
know the electron energy distribution and electron density spatial distribution.
Although this effect was not included in the model yet, it could also be of impor-
tance and should also be studied in a future work.

9.5.2 Ion Impact Energy

Ion impact energy can be calculated accurately for the defined beam parameters.
Since the transverse r.m.s. beam sizes vary along the beam path, the ion impact
energy varies as well. Thus, the ion impact energy distribution along the beam
chamber should be carefully considered.

9.5.3 Ion-Stimulated Desorption Yields

ISD yields have two sources of error: the ion impact energy discussed in the pre-
ceding text and the ISD yield experimental data. For the latter, the error can be
estimated to be a factor of 0.5–2.
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An additional uncertainty in the ISD yields are associated with lack of
experimental data for surfaces irradiated with SR. Although it is clear that
exposure to SR should reduce ISD yields, there is no data on ISD yields as a
function of photon dose to put into the model. Using the available ISD data (i.e.
without SR conditioning) leads to some unknown safety margin in the critical
current calculations.

9.5.4 Pumping

Vacuum conductivity of a vacuum chamber can be calculated with test particle
Monte Carlo (TPMC) method with an accuracy of ∼0.1%. The source of errors
is the difference between modelled and real vacuum chamber geometries. The
difference of 1% in vacuum chamber cross section can lead to ∼3% in vacuum
conductivity, which is negligible in comparison to other uncertainties.

Sticking probability of cryogenic surfaces may vary with surface roughness, sur-
face condition, vacuum chamber temperature, etc. It would be safe to consider a
factor of 0.5–2.

Sticking probability of getter surfaces may vary with surface roughness, grain
size, surface condition, activation temperature, and amount of adsorbed gas.
It should also be considered that NEG coating sticking probability may reduce
with a number of exposures to air, so the model should take into consideration a
possible machine operation scenario, NEG activation temperature, and possible
number of air vents.

Lumped pumping speed accuracy depends on a pumping principle, model, age,
and condition of the pump. Thus, turbo-molecular pump (TMP) are quite stable
and their pumping speed can be considered quite accurate (±10%). The sput-
ter ion pump (SIP) pumping speed may vary between +50% to nominal pump-
ing speed immediately after bakeout and −50% after long operation; it is also
worth mentioning that the SIP pumping speed reduces at UHV by ∼25–30% at
10−9 mbar and ∼40–50% at 10−10 mbar. The titanium sublimation pumps (TSPs)
are usually used in combination with SIP; thus 100 l/s SIP can provide with freshly
activated TSP a combined pumping speed of 1000 l/s; this means that a pumping
speed of such TSP+ SIP may vary by a factor of 10. NEG cartridges can be used on
their own or in combination with SIP. Degradation of NEG cartridges depends on
the conditions of operation such as the total amount of gas absorbed, frequency
of air vents, and activation temperature.

9.5.5 Total Error in Critical Current

The sources of error listed in the preceding text indicate how careful these errors
should be considered. One can see that since critical current cannot be calculated
accurately, a minimum error of a factor of 0.5–2 should be considered. However,
in some cases the error may reach a factor of 0.1–8. Based on these considera-
tions and the author’s experience, it is advisable to design a machine with a safety
margin of at least a factor of 3; i.e. the calculated critical current should be at least
a factor of 3 greater than machine operation current.
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9.6 Summary

Ion-induced pressure instability, when the avalanche-like pressure (or gas den-
sity) increase could rapidly reach a level above a specified value, could be a serious
limiting factor for operation of high intensity, positively charged machines and
has to be taken into consideration for their vacuum systems design. The effect of
ion-induced pressure instability should be hardly visible when the system is prop-
erly designed, but may cause severe limitations in beam intensity, emittance, and
energy spread, as well as a background in the detectors, if neglected.

Present gas dynamics models and available codes provide sufficient instru-
ments to estimating critical currents and stability conditions, provided a margin
is taken, for safe operations of future particle accelerators.

The model and the VASCO code presented here were used for LHC, ILC, and
other machine designs. Successful LHC operations, with no pressure runaway
occurrence (when vacuum was properly conditioned) proves their validity.
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Pressure Instabilities in Heavy Ion Accelerators
Markus Bender

GSI Helmholtzzentrum für Schwerionenforschung, Planckstr. 1, Darmstadt 64291, Germany

10.1 Introduction

In 1973, for the first time, a pressure increase was observed during operation of
the Intersecting Storage Rings (ISR) at CERN [1]. With increasing number of pro-
tons circulating in the ring, the pressure increased and the vacuum conditions
became unstable. The underlying phenomenon was the ionisation of residual
gas by the proton beam and subsequent acceleration of the gas ions within the
beam potential towards the beam pipe [2]. Here, the release of adsorbed gas,
the so-called desorption, was stimulated. It was found that the cleanliness of
the vacuum chamber walls strongly affected the amount of desorbed gas. Finally
the ISR vacuum system could be improved and stabilised by dedicated surface
treatments, cleanings, and coatings. The dynamic pressure increase was reduced
significantly, from some 10−5 Pa to less than 10−9 Pa [3].

Another beam-induced pressure instability, this time for heavy ions, was
observed in 1997, when Pb54+ ions were stored in the Low Energy Antipro-
ton Ring (LEAR) at CERN [4] and 1998 at the AGS booster at Brookhaven
National Laboratory (BNL) with Au31+ ions [5, 6]. In 2001, also at the heavy
ion synchrotron SIS18 at GSI, a pressure instability with increasing beam
intensity was observed, which led to lifetime and intensity limitation of the
beam [7]. It was found that beam ions that were lost due to charge exchange in
collisions with residual gas hit the vacuum chamber wall at their actual velocity.
There, they stimulated the release of gas [8], and the local pressure increase,
in turn, increased the beam loss. Hence, beam loss-induced desorption is
self-amplifying and appears to be a general intensity limitation for heavy ion ring
accelerators. The situation as found at the turn of the millennium was mended
significantly by improving the static pressure and increasing the pumping speed
by non-evaporable getter (NEG) coatings and by the installation of dedicated
beam catchers, so-called collimators, aiming to stop charge-exchanged ions
after the mass-to-charge-separating dipole magnets [9]. These collimators were
optimised in line with their desorption characteristic and the pumping speed in
that area was increased.

Vacuum in Particle Accelerators: Modelling, Design and Operation of Beam Vacuum Systems,
First Edition. Oleg B. Malyshev.
© 2020 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2020 by Wiley-VCH Verlag GmbH & Co. KGaA.
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In the Relativistic Heavy Ion Collider (RHIC) at BNL, a limitation of the Au79+

beam current was observed in 2001 with an obvious link to the dynamic pressure
rise upon operation. In this case it was finally concluded that the electron cloud
effect is responsible for the pressure increase [10]. Finally, the mitigation in that
case was the installation of so-called antigrazing rings to raise the threshold for
electron cloud formation [11] and reduce the dynamic pressure rise.

Nowadays, heavy ion accelerators are under construction, which deliver orders
of magnitude higher beam current than present machines [12–14]. For example,
the Facility for Antiproton and Ion Research (FAIR) in Germany is expected to
deliver 1012 uranium ions/s [12]. Spiral2 at GANIL in France even delivers up to
5 × 1014 medium heavy ions/s [13]. The heavy ion accelerator facility (HIAF) in
China will deliver 5 × 1011 uranium ions/s and 4 × 1013 protons/s [14]. Even if the
overall beam losses of these machines were in the order of a few percent, the num-
ber of lost ions is larger than the primary beam intensities of existing machines.
Usually, the primary beam is intended to hit a target, e.g. for the production of
rare isotopes [15, 16]. In that collision, called direct beam loss, the amount of
released gas is of utmost importance for the operability of an accelerator. Due to
the high beam current, a high gas load from desorption is to be expected, requir-
ing also high pumping speed in the respective areas. Unfortunately, the desorbed
gas will further be activated and therefore must not be stored in getter pumps or
on cryogenic surfaces.

With the development of new accelerators, superconducting magnets have
become more and more important. Larger areas of the beam pipe surface have
cryogenic temperatures of few Kelvin like the Large Hadron Collider (LHC)
beam screen [17]. This leads to a high sticking probability for any kind of gas on
the surface. Hence, a huge amount of pumping speed is available, resulting in
low operating pressures in the 1 × 10−10 Pa regime or even lower. On the other
hand, the high sticking factor of gas on the surface leads to a notable surface
coverage over time that acts as gas source for ion-induced desorption.

For future accelerators, mitigation techniques to overcome the dynamic pres-
sure increase and thereby increase in the beam lifetime or intensity have been
developed or are still under development.

10.2 Pressure Instabilities

In heavy ion accelerators, the gas balance is enhanced by sources that have par-
tially been discussed in earlier chapters and sources that are exclusively present
in heavy ion machines. Figure 10.1 summarises the mechanisms that may trigger
pressure instabilities and related beam lifetime reductions in bunched-beam
heavy ion accelerators below the space charge limit. The dominating source of
gas is heavy ion-induced desorption stimulated by the loss of beam ions that
collide with accelerator entities. This can be either an aperture-limiting device
or production target where the ion beam is partially or completely dumped,
usually under perpendicular incidence or it can occur by a modified trajectory
due to charge exchange, whereas the loss of the beam ions is under grazing
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Figure 10.1 Processes of the dynamic vacuum in bunched-beam heavy ion accelerators
(beam direction from left to right): (1) thermal desorption, (2) beam induced electron
multipacting (BIEM) and electron cloud formation with subsequent electron-induced
desorption, (3) photon-induced desorption by synchrotron radiation, (4) residual gas
ionisation and acceleration of the gas ions by the electric field normally to vacuum chamber
walls, (5) kinematic scattering of residual gas, (6) charge exchange of beam ions with
subsequent loss, and (7) direct beam loss on aperture-limiting device. kq is the charge state of
the reference ion.

incidence. The charge exchange can occur in collision with residual gas and can
lead to electron loss or electron capture. Moreover, in a collision with residual
gas, the gas molecule can be ionised and subsequently accelerated within the
beam potential towards the beam pipe wall where it encounters a perpendicular
collision. In contrast to beam loss, where desorption is triggered by heavy ions
at primary energy, the acceleration of ionised residual gas leads to a low energy
desorption at maximum few kilo-electron volts collision energy. The process has
been discussed in detail in Chapter 9. Also, elastically forward scattered residual
gas molecules or atoms can collide with the vacuum vessel. Further, electron
cloud build-up, as described in Chapter 8, can occur in heavy ion accelerators,
depending on the bunch structure as well as geometrical and surface properties.
With increasing energy of the ions, also synchrotron radiation can become a
stimulation for gas desorption in ion accelerators though presently it is not
an issue, if at all at the LHC during proton acceleration [18]. It is evident that
in each case the lowest achievable amount of released gas is desired for best
performance of the machine.

With ions propagating in the ring, the above discussed mechanisms can lead to
desorption. Hence, the gas dynamics balance equation has to be augmented by
the terms arising from these mechanisms and reads now as

qΔz = (𝜂tF + 𝜉Θ + 𝜂
𝛾
Γ + 𝜒H + 𝜒kHk + 𝜒gHg)Δz + 𝜒nHn (10.1)

The first term on the right side describes thermal desorption; the second,
electron-induced desorption from electron cloud (Chapter 8); the third,
photon-induced desorption from synchrotron radiation; and the fourth,
ion-induced desorption (the effect described in Chapter 9). The fifth term
describes desorption from elastically scattered residual gas molecules, which
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have incurred an impulse transfer in a close collision with a beam ion. The sixth
term is the beam loss-induced desorption that is stimulated by lost beam ions
due to charge exchange. The production rate of all the previously mentioned
occasions depends on the observed fraction of the ring, Δz. The last term
describes the direct beam loss on aperture-limiting devices and does not depend
on Δz. H(index) quantifies the specific flux of stimulating particles (gas ions,
atoms, and molecules as well as beam ions).

In the following, the contributions related to ion-induced desorption are
described in detail, except thermal desorption and electron- and photon-induced
desorption that were described in earlier chapters.

𝜒H = 𝜒

[
molecules

ion

]
H
[ ions

s⋅m

]
= 𝜒

I𝜎
qekqΔz

(10.2)

expresses ion-induced desorption, where gas molecules are ionised and subse-
quently accelerated by the beam potential towards the beam pipe wall. This per-
pendicular, low energy collision stimulates the release of gas with a rather low
efficiency 𝜒 . The flux of produced residual gas ions per length unit Δz in the
accelerator depends on the number of beam ions passing, calculated by I∕qekq
and the cross section 𝜎 for a beam ion ionising a residual gas molecule.

𝜒kHk = 𝜒k
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molecules
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I𝜎k

qekqΔz
(10.3)

is the amount of released gas by a residual gas molecule that was kinematically
scattered in a collision. This amount is also strongly related to the number of beam
ions. However, the probability 𝜎k for this collision channel is different. Depending
on the collision parameter, the impact can be nearly perpendicular to grazing
incidence and has a broad energy range. As a consequence, the efficiency 𝜒k of
gas release from that impact is unpredictable.

𝜒gHg = 𝜒g
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ion
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[ ions
s⋅m
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I𝜎g

qekqΔz
(10.4)

describes the quantity of gas from a high energy grazing impact of a primary beam
ion that gets lost in the course of a bending magnet after charge exchange in a
collision with residual gas. The amount of released gas per impacting ion (𝜒g) is
of the highest experimentally found yields. Again, the number of impacting beam
ions depends on the beam intensity and the cross section for charge exchange 𝜎g
in a collision with residual gas.

The last term,

𝜒nHn = 𝜒n

[
molecules

ion

]
Hn

[ ions
s

]
= 𝜒n

I
qekq

f (𝜎x, 𝜎y, ax, ay) (10.5)

denotes the amount of released gas when the ion beam is dumped on a target or
an aperture-limiting device such as a collimator. 𝜒n is the yield of gas production
within this collision. The total amount of released gas depends on the fraction f
of the beam that is dumped, which, in turn, depends on the size of the beam 𝜎
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and the size of the aperture a, both in x and y planes. The total amount of gas
is produced at the collision point (Δz = 0) and can be zero if this situation does
not encounter.

The desorption yield 𝜒 will be explained in Section 10.3. Equation (10.1) is
simplified in a way that intrinsic beam processes, like emittance growth, are
neglected. These processes become significant for beam intensities close to the
space charge limit and are not related to the gas density.

The equation for the volumetric gas density inside a room temperature accel-
erator vacuum chamber reads now as

A𝜕n(z)
𝜕t

= 𝜂tF + 𝜉Θ + 𝜂
𝛾
Γ − (𝛼S + C)n(z) + u𝜕

2n(z)
𝜕z2

+
(
𝜒𝜎 + 𝜒k𝜎k + 𝜒g𝜎g

b(z) − a(z) ∫

b(z)

a(z)
n(x)dx + 𝜒n f (𝜎x, 𝜎y, ax, ay)

)
I

qekq
(10.6)

and the equations for the volumetric and surface gas density inside a cryogenic
vacuum chamber are

A𝜕n(z)
𝜕t

= 𝛼Sne(s,T) + (𝜉 + 𝜉′(s))Θ + (𝜂
𝛾
+ 𝜂′

𝛾
(s))Γ − (𝛼S + C)n(z) + u𝜕

2n(z)
𝜕z2

+
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and

F 𝜕s(z)
𝜕t

= 𝛼S(n(z) − ne(s,T)) + 𝜉′(s)Θ + 𝜂′
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(10.8)

where the first term on the right-hand side of Eqs. (10.6)–(10.8) represents
thermal desorption (Eq. (10.6)) or thermal equilibrium density ne (Eq. (10.7)).
The second and third terms describe electron- and photon-induced desorption,
respectively. For the volumetric gas density, the terms for conductance-limited
distributed pumping speed and axial diffusion of gas molecules follow. Written
in brackets and depending on the beam intensity are the terms for ion-induced,
kinematic scattered residual gas-induced and beam loss-induced desorption as
well as beam-induced desorption on aperture-limiting devices.1 𝛼 is the sticking
probability on either cryogenic surfaces or getter surfaces like NEG coatings.
For a cryogenic vacuum chamber, the symbols with apex (Eqs. (10.7) and (10.8))
denote desorption stimulated on condensed gas layers.

1 Note that the terms for electron- and photon-induced desorption also depend on the beam
intensity. For the sake of simplicity, this was omitted here. For details, see Chapters 8 and 9.
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10.2.1 Model Calculations of the Dynamic Pressure and Beam Lifetime

For the simulation of the pressure-dependent beam lifetime in a ring accelerator,
the average static pressure value of the system is of importance:

⟨P⟩ = 1
L ∫

L

0

q(z)
Seff(z)

dz (10.9)

with z denoting the position in the ring [8] and L the total circumference. Pre-
cisely, q(z) represents the gas flux at position z and Seff(z) the effective pumping
speed at this position, resulting from attached pumps and conductances. Then,
the mean particle density is given by ⟨n⟩ = ⟨P⟩∕kBT , where kB denotes the
Boltzmann constant and T the gas temperature.2 For the dynamic case, with an
ion beam propagating in the ring, the equation was supplemented by a dynamic
gas flux term qdyn, which is composed out of stimulated desorption from lost
ions due to charge exchange and accelerated residual gas. Finally, the complete
equation including the dynamic term but under non-consideration of electron
clouds is [19]

d⟨P⟩
dt

= − 1
𝜏P

(⟨P⟩ − ⟨Pe⟩) + kBT
Seff

(Ḣ𝜒loss + H𝜒) (10.10)

By implementing Eq. (10.10), several calculations and measurement benchmarks
were performed. After all, with the assumption of boundary conditions and start
parameters such as initial pressure P0, outgassing flux q, and pumping speed S as
well as initial beam intensity I0 and appropriate cross sections for ionisation and
loss, time-dependent pressure and beam intensity could be modelled. The latter
exhibits the beam lifetime as t(I0∕e) in seconds. Replacing either parameter by a
measured value, especially the beam intensity or pressure, the modelling results
benchmark other values, e.g. the predicted cross sections. Some example results
will be discussed.

10.2.1.1 Closed System (Vessel)
Using Eq. (10.10), a complete ring accelerator is modelled as a single vessel with an
absolute volume (the total accelerator volume) and a mean pressure or gas density
averaged over the ring [8]. Hence, also ionisation and loss rates are summed up
over the ring orbit. Figure 10.2 shows the calculation of the mean pressure and
its evolution versus time in SIS18 at GSI with stored beam of 1.4 mA (a) and 5.4
mA (b) U28+ beam current at the injection energy E = 8.9 MeV/u. Some findings
can be excavated from the plots. First, the 1

e
-lifetime of the beam is much longer

for the lower injection intensity (1 s for 1.4 mA and 0.25 s for 5.4 mA). Second,
the pressure bump is higher for higher injection currents (Pmax = 1.5 × 10−8 Pa
for 1.4 mA and 3.3 × 10−8 Pa for 5.4 mA). Finally the time-dependent evolution
of the values can be explained as follows: after injection the beam loss rate is
high due to the high beam intensity. This leads to the pressure increase in the
beginning, which would run exponentially towards an equilibrium value defined

2 T can depend on the position in the ring, if cold–warm transitions are present, like in cryogenic
accelerators.
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charge-exchanged particles in black. Source: Courtesy of Dr. C. Omet 2008 [21], Fig. 31.

by the pumping speed of the system. Meanwhile the beam intensity and, hence,
the loss rate have decreased, whereby the pressure also decreases again.

10.2.1.2 Vessel Including Collimation
A combination of vacuum and ion optic simulation is included in the StrahlSim
code [20]. Here, the vacuum system is represented as lattice, observing
pumping speed and conductance by position as the accelerator ring is a
conductance-limited device. The calculation of the pressure profile is done also
here as mean value. The code provides the exact positions of beam losses from
which one can determine the position of a collimation system. Such a system is
able to capture lost beam ions in a controlled manner, i.e. with lowest possible
desorption yield as compared to uncontrolled grazing incidence. However, only
a fraction of lost beam ions is collected in that way and the collimation efficiency
describes the number of collected ions over the number of lost ions and hence
is ≤1.

Figure 10.3 shows an ion-optical simulation of an U28+ beam inside SIS100
including charge-exchanged and subsequently lost beam ions and collimators.
From this lattice, also vacuum conductances can be obtained using the geome-
try of the magnets and tubes (x is the diameter in metres and z the length of the
respective vacuum entity).3

The simulation includes cross sections for charge exchange and target ionisa-
tion that either have been measured or have been scaled from measurements.
The used desorption yields have been scaled from experimental data using
(dE∕dx)2-scaling; compare Section 10.3.4.

10.2.1.3 Longitudinal Profile
More sophisticated modelling has been performed since 2010 using an enhance-
ment of the StrahlSim code. The principle is basically the same as before but now,
the accelerator is discretised into small segments with a longitudinal raster of

3 In Figure 10.3 the collimation efficiency is close to 1 for the charge exchange U28+ → U29+. In
upcoming systems like SIS100, even a broader range of charge exchange channels can be covered.
However, in existing systems where collimators are a subsequent installation, the collimation
efficiency will be < 1.
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Figure 10.4 Pressure profile of three sections in SIS18 during U28+ lifetime measurements as
calculated with StrahlSim. The pressure is calculated with individual gas components and
summed up to the N2-equivalent pressure. The calculation was fitted in good agreement to
measured pressure values (points). Source: Reprinted with permission from Bozyk et al. [24],
Fig. 8. Copyright 2016, Elsevier.

a few centimetre. The calculation is done by means of transfer matrices sim-
ilar to the vactrac or vacdyn code [22, 23]. This now finally allows to include
getter-coated and cryo surfaces in more detail and allows to respect local effects
like systematic beam loss or pressure build-up. The result displays a longitudinal
vacuum profile as a function of orbit position and time (see Figure 10.4) [24].

After all, it is possible to calculate the number of extracted ions out of the ring
as a function of the number of injected ions, respecting loss processes and related
dynamic vacuum behaviour, including several upgrade measures like collimation
and getter coating.

Figure 10.5 shows measurements of the number of extracted ions out of SIS18
at GSI as a function of injected ions. Measurements carried out in 2003 and 2007
exhibit a maximum value, indicating that the dynamic vacuum limits the beam
intensity. More injected beam even leads to less extracted beam. The values of
2010 and 2011 are much larger and denote an intensity world record for extracted
intermediate charge state heavy ions [25]. The measures that led to the intensity
increase were coating of large areas of the ring by NEG and the installation of
collimation systems.

10.2.2 Consequences

From Eqs. (10.1) and (10.10), a stability criterion can be defined. A stable opera-
tion of a ring accelerator is granted in the following situations:
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Reprinted with permission of CERN.

• The pump-down time is short (𝜏P small, e.g. by large Seff).
• The loss and/or ionisation rates are low.
• Low desorption yields 𝜒 .

Mathematically, these demands can be summarised as the inequation

(𝜒𝜎 + 𝜒k𝜎k + 𝜒g𝜎g)I <
VeZP

L𝜏P
(10.11)

Typical measures to meet this requirements are, e.g. getter coating of large sur-
faces inside the accelerator, such as magnet chambers. The gained pumping speed
reduces the mean pressure significantly, as the pressure inside the magnet cham-
ber is no longer limited by the conductance. Further, a possible measure is to have
the ions for short time on low energy, e.g. to minimise the injection plateau and
accelerate the ions in short time, as the charge exchange cross sections decrease
with increasing energy. Hence, the steeper the acceleration ramp, the lower the
number of overall lost ions. Finally, the materials in loss regions should be cho-
sen for low desorption. An intense research was undertaken to understand and
minimise the desorption yield of dedicated materials as will be described in the
following section.

10.3 Investigations on Heavy Ion-Induced Desorption

First of all, it is indispensable to understand the process of heavy ion-induced
desorption in detail to mitigate pressure instabilities in particle accelerators.
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To quantify the amount of desorbed gas, the number of desorbed particles
(molecules or atoms) per incident ion is defined as the so-called desorption yield
𝜒

4 [26]:

𝜒 =
released particles

incident ion
(10.12)

This definition is similar to the sputter yield. However, the sputtering process has
to be distinguished from desorption, even though both contribute to the particle
density inside the vacuum vessel. In some literature, all release of molecules
into the vacuum including sputtering is quite simply called desorption. When
regarding pressure instabilities in particle accelerators, it is useful to separate
the definitions. In SPUTTERING we consider the release of target atoms such as
metal atoms that have a very high sticking probability [27] and, thus, contribute
to a small amount to the pressure instability, as they stick quickly to the chamber
wall. Sputter yields are in the range of few atoms per incident ion [28, 29]
and, frequently, an angular distribution in terms of cosn is observed [29]. In
contrast, DESORPTION is the release of volatile, predominately molecular
species, such as H2, CO, and CO2 but also noble (atomic) gases like Ar. These
species have a low sticking probability at room temperature and contribute the
major fraction to the pressure instability. Further, there is no specific angular
distribution visible. The released gas is emitted in 2𝜋 solid angle from the
surface.

In order to get a complete picture, experimental investigations must include
both measurements of the desorption yield and its conjunction to the material
and surface properties. The performed investigations cover a broad variety of
materials and surface treatments as well as different beam parameters. Finally,
it is desirable to describe expected desorption yields by means of a theoretic
model.

10.3.1 Desorption Yield Measurements

Yields of heavy ion-induced desorption have been intensively studied since
the turn of the millennium [30–34]. For that purpose, the PRESSURE RISE
METHOD was exclusively used [35], that is, measuring the pressure increase in
a vessel of defined volume or with defined pumping speed upon irradiation of a
target at a given projectile ion flux. Schematically, pressure rises are displayed
in Figure 10.6 [32]. Figure 10.6a, after 0.4 seconds, a single beam pulse hits the
target. An instantaneous pressure increase is visible, followed by an exponential
decay whose slope is defined by the pumping speed of the system. Figure 10.6b,
a pressure rise due to continuous bombardment is shown. The slope of the
exponential decay in this case is much more flat as it is defined by the target
cleaning with the ion beam, the so-called beam scrubbing [36]. The plot shows
the total pressure evolution, which is composed of several gas species in the
partial pressure spectrum, which all have different heights and decay slopes [34].

4 In most literature, the desorption yield is denoted as 𝜂. Within this book, however, the
ion-induced desorption yield is denoted as 𝜒 to clearly distinguish it from electron-induced (here
denoted as 𝜉), photon-induced, and thermal desorption; see Eq. (10.1).
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Figure 10.6 Pressure during the irradiation of a sample. (a) Single shot – one single pulse of
ions hits the target. (b) Continuous irradiation – the target is hit by a beam pulse every second.

At the regarded pressure ranges, the molecules can be understood as ideal gas,
moving forceless until a collision occurs. Therefore the number of particles per
volume can be written as

PV = nkBT (10.13)

with the pressure P and the number density of the gas n. Desorption changes the
number of particles per volume and, hence, the pressure rise in a vessel without
pumping is related to an increased number of particles. The relation ΔP, respec-
tively Δ (number of particles) to beam ions in an irradiating pulse delivers the
desorption yield as [37]

𝜒 = ΔPV
HkBT

(10.14)

In a set-up with finite pumping speed, gas molecules are continuously pumped
out of the volume. Therefore, a steady-state condition can only be reached by
re-delivering molecules, e.g. from desorption. Continuous irradiation instead of
a single pulse grants the required gas desorption. With that, Eq. (10.14) becomes
time dependent in volume and in the number of ions:

𝜒 = ΔPV̇
ḢkBT

= ΔPS
ḢkBT

(10.15)

where Ḣ denotes the ion flux [37].
With the first observations of beam lifetime limitations upon increasing beam

intensities, also the measured pressure rises and corresponding desorption yields
in the accelerator rings were reported. However, measured desorption yields have
to be considered with skepticism, as the effective pumping speed on the beam
loss point is hard to determine and also, due to the grazing impact, the collision
is undefined.

At LEAR pressure rises in the order of 1 × 10−7 Pa after the injection of 1 × 108

lead ions are reported [4], corresponding to a desorption yield of 2 × 104 released
molecules per incident ion [38].
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In SIS18 the measured pressure increase was some 10−8 Pa already during the
injection of 5 × 107 uranium ions. Calculated desorption yields were in the order
of few 104 molecules per uranium ion [7].

Pressure increases of almost 4 orders of magnitude have been observed at RHIC
at BNL during the acceleration of gold ions at a base pressure of few 108 Pa [11].
However, as the phenomenon was uncovered as an electron cloud effect, desorp-
tion yields in the sense of released molecules per incident ion are not reported.
Rather, electron-induced desorption yields in the order of less than 0.1 released
molecules per electron were calculated [11].

10.3.2 Materials Analysis

To address the question how the materials properties influence the desorption
yield, materials analysis were performed. At CERN, X-ray photoelectron spec-
troscopy (XPS) measurements were carried out during the bakeout of stainless
steel samples with different coatings. Some information about the content of C
and O at the surface of the samples and the evolution of their amount were gath-
ered and a correlation to the subsequently measured desorption yields was visible
[34, 39]. However, this is the only reported investigation on XPS.

To make use of the irradiating ion beam for materials analysis, a dedicated
set-up for Rutherford Back Scattering (RBS) and Elastic Recoil Detection Analysis
(ERDA) in situ with desorption yield measurements was built up at GSI [40]. Both
techniques facilitate Rutherford kinematics for elastic scattering [41]. However,
in RBS, a light projectile ion is scattered elastically on heavier target atoms. Thus,
RBS is suited to detect the concentration of heavier elements in the target such as
metallic components [42, 43]. In contrast, for ERDA, the target is irradiated with
heavy ions and target atoms are scattered elastically in forward direction [43–45].
In both cases the energy transfer to the ejected particle is only dependent on the
mass ratio of the scattering partners (projectile ion/target atom) and the scatter-
ing angle. Analysed particles are caught by the detector at a defined scattering
angle 𝜙. The energy of a scattered particle is

E2 = kE1 =
4M1M2

(M1 + M2)2 cos2
𝜙E1 (10.16)

It can be seen that for, e.g. in an ERDA configuration with a projectile ion much
heavier than the target atoms, all ejectiles will have almost the same velocity after
scattering. Therefore, they can be detected Z-separated in terms of their energy
loss in a gas-filled ionisation chamber, called the ΔE-part (see also Eq. (10.20))
[43, 46]. The ejectiles are finally stopped in the second part of the detector, called
Erest; compare Figure 10.7, right side. This leads to the total energy of the particle
and is a qualitative measure of the scattering depth, as the projectile as well as the
ejectile suffer from energy loss on their way through the sample [47–51]. Plotting
the number of events as intensity on the z-axis versusΔE and Erest, a raw spectrum
as shown in Figure 10.8 can be obtained.

In this raw plot, a qualitative statement can be already given: A cumulation
of events on the oxygen line at channel numbers ΔE = 75 and Erest = 450 eV is
visible. Qualitatively, this result can be interpreted by the presence of an oxide
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layer on the stainless steel sample. Focusing further on, e.g. oxygen within this raw
plot, the energy spectrum for the element is obtained as displayed in Figure 10.9.
In this example again a cumulation of intensity is visible at high channel numbers
(equivalent to the surface), which states the oxide layer.

The intensity represented on the y-axis in this plot is the number of recorded
recoil events for the respective element. It is determined by the concentration
of the element in the sample and the cross section for a scattering event of the
projectile with the observed element under a defined angle (the detector position)
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Figure 10.9 Energy spectrum of the oxygen line, carved out of Figure 10.8.

as [52]

d𝜎
dΩ

=
(Z1Z2q2

e (M1 + M2)
8𝜋𝜖0M2E1

)2
1

cos3𝜙
(10.17)

Applying this differential (Rutherford) cross section to the scattering of the
particle, the elements can be compared concerning their concentration in a
certain depth, which finally leads to an element-specific depth profiling of
the samples, derived, e.g. by RUMP [53, 54], KONZERD [55], or data furnace
[56, 57]. The final plot of element concentration versus target depth is shown in
Figure 10.10 [35, 55].

The ultimate observable depth of the used configuration is roughly 1 μm and
the depth resolution for the used set-up is about 10 nm [52].

10.3.3 Dedicated Set-ups to Measure Ion-Induced Desorption Yields

For systematic desorption yield measurements, different dedicated set-ups have
been used, each based on the employment of the above discussed Eqs. (10.14) and
(10.15). Each set-up consists of some differential pumping stages to adapt to the
vacuum conditions of the respective accelerator environment. The last pumping
post usually operates in deep ultra high vacuum (UHV). The measurement cham-
ber is connected to that last pumping post by means of a defined conductance
tube, which, in combination with the installed pumps, represents the applied
effective pumping speed S in Eq. (10.15). Inside the experimental chamber, the
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samples are mounted such that they can be irradiated by the beam. The pres-
sure is measured by UHV gauges and a residual gas analyser (RGA) measures
the distribution of the partial gases. The accuracy of the pressure measurement
and pumping speed defines the error for the desorption yield, as they reveal the
highest uncertainty. The temperature and ion flux can be measured with higher
accuracy. The total error within the desorption yield measurements is between
25% and 50%, depending on the literature.

The used set-ups are listed below in chronological order:

CERN SET-UP: The first dedicated set-up for quantitative measurements of
desorption yields was installed at LINAC 3 at CERN [31, 32, 58]. Figure 10.11
shows a schematic plot of the set-up [32].
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Figure 10.11 CERN set-up, used at LINAC3 with 4.2 MeV/u lead ions. The target is represented
by the tube called test chamber on the left side. Source: Mahner et al. 2002 [31], Fig. 1.
Reprinted with permission of CERN.
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The set-up consists of a test chamber, which in itself acts as target. Basically
this test chamber is a tube of a dedicated material or with a dedicated coat-
ing or cleaning procedure [34]. A bellow allows the tilting of that test chamber,
enabling the irradiation of the end flange under perpendicular incidence as well
as the tube under grazing angle. A beam positioning monitor (BPM) is installed in
front of the test chamber. For pressure measurement, a calibrated Bayard–Alpert
gauge (BAG) and a calibrated RGA (Balzers QMA 420) are installed within the
test chamber volume. The test chamber including the analytic devices is pumped
through a defined conductance that is attached to a pumping post out of a sputter
ion pump (SIP) and a Ti sublimation pump (TSP), resulting in an effective pump-
ing speed in the test chamber of 7 l/s for N2. At the pumping post, the whole
set-up is connected to the accelerator. Experiments at CERN LINAC 3 have been
conducted with predominately stainless steel, either pure, cleaned by argon glow
discharge, or coated with NEGs. The irradiation was done with 4.2 MeV/u lead
ions of charge states 27+ with an intensity of 1 × 1010 ions per pulse and 53+ with
an intensity of 1.5 × 109 ions per pulse, either in single shot mode or continuously
with 0.8 Hz.

GSI SET-UP: A similar set-up of that described earlier has been used at GSI
since 2003 [37]. The main difference is that here, samples of different sizes could
be mounted on a linear and rotation feedthrough. This mounting allowed the
installation of up to 20 targets at a time with the drawback that only perpendicular
irradiation was possible.

The set-up is shown in Figure 10.12. It also consisted of the irradiation cham-
ber with the installed targets and measurement devices. The latter have been an
extractor gauge IE 514 and a Pfeiffer Prisma RGA. The test chamber was attached
to the pumping post via a defined conductance of 82.5 cm in length, resulting
in 5.5 l/s pumping speed for N2. The pumping post in turn was attached to the
accelerator. With the GSI set-up, experiments were carried out at different beam
energies and thus in different locations over the GSI facility where the set-up
could be installed with minor modifications. At the high charge state injector at
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Figure 10.12 GSI set-up used with various ion species at different energies. Up to 20 targets
are mounted on a target holder. Source: Reprinted with permission from Kollmus et al. [37],
Fig. 1. Copyright 2005, American Institute of Physics.
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GSI, experiments have been performed with C, Ca, Cr, Zn, Xe, and Pb beams, all
at 1.4 MeV/u. Further experiments with higher energies have been conducted at
the heavy ion synchrotron SIS18. Here, Ar and U beams with energies between
15 and 100 MeV/u were available.

CERN SPS SET-UP: Collimator materials such as graphite and stainless steel
were tested in the SPS at CERN with indium ions at 158 GeV/u under grazing
incidence. The measured pressure increases were rather small, in the order of
some 10−11 Pa at a base pressure of about 8 × 10−10 Pa. Due to the high effec-
tive pumping speed of more than 1000 l/s, the calculated desorption yields were,
however, in the range of some 104 to more than 1 × 105 released molecules per
incident ion [33].

GSI SET-UP WITH IBA: In 2005, a new set-up for desorption yield measure-
ments was installed at the high charge state injector at GSI [59]. The principle of
the desorption yield measurements is identical with the other set-ups described
previously, but with an effective pumping speed of 300 l/s for N2. The main differ-
ence compared with the former used set-up was the capability of in situ surface
treatment and analysis of the samples. For surface cleaning, a Xe sputter gun was
installed, which was operated at 5 kV. For analysis purpose, ion beam analytic
methods ‘ERDA’ and ‘RBS’ were performed. Both methods were briefly described
in Section 10.3.2. The additional methods were applied to investigate how the
surface properties of the material, such as a present oxide layer, influences the
desorption yield.

TSL SET-UP: In the gamma cave of TSL in Sweden, a group of Uppsala Univer-
sity installed a set-up for measuring ion-induced desorption yields [60]. It made
use of the same principal as the previously described set-ups. The conductance
was 4 l/s for N2. The available beam for the Uppsala experiment was Ar at 5, 9.7,
and 17.7 MeV/u.

GSI MATERIALS RESEARCH SET-UP: Since 2010, a new beamline called
M-branch has been in operation at GSI [61, 62]. This branch is devoted to
materials research and offers different spectroscopy methods for in situ and
online surface and bulk investigations. The line M1 is a dedicated surface physics
line, operating at a pressure of 1 × 10−8 Pa or better. Samples can be introduced
using a load lock system. The conductance to the pumping post is about 215 l/s
for N2. In this set-up desorption yield measurements have been performed since
2014 with Ca and Au beams, both at 3.6 and 4.8 MeV/u. One advantage at the
M1 beamline is that all beams can be delivered in different charge states without
changing any other parameter. A scheme of this set-up is shown in Figure 10.13.

CRYOGENIC TARGETS AT GSI: In the synchrotron SIS100 of the upcoming
FAIR facility, catcher systems are planned to eliminate charge-exchanged ions in
the ring. To measure the desorption yield of this cryocatcher, a prototype set-up
has been installed at the existing synchrotron SIS18 [63]. The set-up consisted of
the catcher block inside of a liquid helium-cooled vacuum chamber. The block
was mounted electrically insulated to measure the current of the ion beam, and a
dedicated heating system allowed to measure desorption yields in a temperature
range between 30 and 90 K [64]. To determine the pressure rise, an extractor
gauge was used, which was shielded to repress thermal load to the block from heat
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Figure 10.13 Schematic sketch of the GSI set-up at beamline M1. Vacuum analysis such as
total and residual gas pressure measurements are available in the irradiation chamber.

radiation. Experiments have been conducted with Au, Ta, and Bi beams between
100 and 800 MeV/u.

Subsequently, a dedicated set-up to investigate the desorption yield of dif-
ferent materials at cryogenic temperatures was built [65]. This set-up follows
the same principle as the above described set-ups using a conductance tube
between experimental chamber and pumping post. The samples were cooled by
a closed-cycle cold head to an ultimate temperature of 38 K. Special care was
taken on the pumping speed of the cryostat itself that adds on the pumping speed
provided by the conductance [66]. Further the samples were also investigated
with variable temperature up to room temperature. Measurements were carried
out with U and Bi beams between 50 and 350 MeV/u.

IMP SET-UP: The most recent set-up was installed at the high voltage plat-
form at the Institute of Modern Physics (IMP) in Lanzhou, China [67]. Here,
oxygen-free copper targets were irradiated with xenon 10+ and oxygen 1+ ions at
total energies of few 100 keV for oxygen and few mega-electron volts for xenon.
As all other installations, this set-up makes use of the pressure rise method. The
experimental chamber is direct-pumped by a turbomolecular pump, resulting in
about 350 l/s pumping speed at an ultimate pressure in the lower 10−6 Pa regime.

10.3.4 Results

All experimental results were obtained from the irradiation of accelerator-
relevant materials, such as different stainless steel grades, as received and
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vacuum fired as well as copper [36, 40]. In particular cases, also aluminium,
tantalum, tungsten, rhenium, and palladium were investigated [68]. Further,
different coatings were applied, e.g. gold and rhodium coating for oxidation pre-
vention and NEGs as thin film vacuum pumps [69, 70]. Although the materials
altered upon the experimental series, relevant questions were addressed, like
the origin of the desorbed gas, whether it is a surface or bulk effect, and how
impurities, especially the oxide layer, influence the desorption behaviour.

Hundreds of samples have been tested under different conditions. A compar-
ison of many of them is given in Figure 10.14 [33, 36]. Qualitatively, it can be
concluded that desorption yields for grazing incidence are higher as for perpen-
dicular impact and the numbers seem further to be energy dependent. There are
some results spread over 3 orders of magnitude, even all recorded at perpendic-
ular impact with the same ion species and energy. This is a hint that the target
itself or its preparation plays a dominant role for the quantity of desorbed gas.

All irradiations have in common that the desorption yield decreases with
increasing irradiation fluence. This proves that the ion beam itself cleans the
target and this conditioning effect is called beam scrubbing [32, 35].

10.3.4.1 Materials

Stainless Steel Two types of stainless steel are commonly used in accelerators,
304L and 316LN (DIN 1.4301 and 1.4429, respectively). In general, steel con-
tains besides metallic components (predominately iron, chrome, and nickel)
intermediate heavy components such as aluminium and silicon as well as light
components like carbon, nitrogen, and oxygen approximately up to the percent
range [71, 72]. Further, hydrogen is incorporated in stainless steel like in most
other materials and is volatile. Hence, to lower the outgassing of hydrogen, steel
components are usually vacuum fired. In this procedure the components are
heated in a vacuum furnace up to 950 ∘C to reduce the amount of incorporated
hydrogen and the subsequent outgassing [73].
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Figure 10.14 Overview plot of all published desorption yield data (in 2017, only room
temperature data). Plot according to [36] but completed in published data to date. (a)
Desorption yields from perpendicular impact. (b) Desorption yields from grazing incidence
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The fairly high amount of ‘impurities’, especially the oxide layer, was originally
suspected to be the main contribution of the desorbed gas. To pursue this
suspicion, stainless steel samples, as received and vacuum fired, have been
investigated with ERDA complementary to the desorption yield measure-
ments. Another approach was the investigation of different cleaning or coating
procedures to remove or cover the oxide layer.

Upon irradiation with 1.4 MeV/u xenon ions under perpendicular inci-
dence, the initial desorption yield after starting the irradiation was 400 and
520 molecules per incident ion for 304L and 316LN stainless steel. In case of
vacuum-fired steel, the values were 330 and 265, respectively. Due to irradiation,
the samples were cleaned and the desorption yield reduced to an ultimate value
of 25 and 41 for 304L and 316LN as received and 46 to 52 for the vacuum-fired
samples. The residual gas analysis showed that in the case of vacuum-fired steel,
the desorption of hydrogen is lowered by 70%, but the desorption of CO is
increased by almost a factor of 2 [40]. In summary, vacuum firing can reduce
the initial desorption with regard to hydrogen. On the other hand, the ultimate
value after an irradiation of 5 × 1013 ions/cm2 was slightly higher for the fired
samples due to CO [40].

A comparison between the thickness of the oxide layer measured with ERDA
and the desorption yield versus irradiation time showed a different slope; see
Figure 10.15 [74]. This proves that the sputtered content of the oxide layer is
not the dominating source of the desorbed gas. However, the aforesaid is a
hint that the oxide layer influences the desorption behaviour, as vacuum-fired
stainless steel had a thicker oxide layer with two times more oxygen in the ERDA
spectrum.
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Mahner et al. measured cleaned and coated stainless steel vacuum chambers
with 4.2 MeV/u lead ions [34]. The irradiation was performed under grazing inci-
dence of 89.2∘ to the surface normal. This suspends the results to be compared
to the above described results. However, this geometry represents the beam loss
in the accelerator better. The results range from 𝜒 ≥ some 10 molecules/ion
for activated TiZrV-coated sample tubes to 10 000 molecules/ion for glow
discharge-cleaned tubes [32, 34]. Electropolishing of the uncoated sample
tubes reduced the desorption yield to 5000 molecules/ion, still significantly
higher than for the TiZrV-coated tubes [34]. Also here, vacuum firing and glow
discharge increase the thickness of the surface oxide layer as measured with
ERDA [36, 40, 75].

Copper In contrast to stainless steel, copper is easily available and machinable at
a purity of 99.99%. With this oxygen-free high-conductivity copper, the influence
of the oxide layer can be studied in detail without a contribution of the bulk.
Two samples with different surface properties have been studied, one with a pure
copper surface, obtained by etching in HNO3 and subsequent storing in an argon
atmosphere before installation with minimal exposure to air. Another sample was
polished and cleaned in propanol with a subsequent heating in atmosphere at
200 ∘C. This sample had a shiny dark surface. From the ERDA measurements,
it was perceptible that this sample had a 100 nm layer of Cu2O, in contrast to
the pure copper sample, which had less than 3% oxygen in the first 20 nm from
the surface [35, 59]. The pure sample, however, contained much hydrogen, which
arose most probably from the acid treatment. A quantification of hydrogen was
not possible with the available ERDA set-up.

The desorption yield of these two samples measured with 1.4 MeV/u Xe21+

ions resulted in 𝜒 = 360 molecules/ion for pure copper. The desorbed gas con-
sisted mainly of hydrogen. The sample with the oxide layer showed a desorp-
tion yield of 𝜒 = 1530 molecules/ion with predominately CO and CO2, which
were both 1 order of magnitude higher than for the pure copper sample. In con-
trast, for the oxide sample, hydrogen was similar in height. After an irradiation
fluence of slightly above 1 × 1013 ions/cm2, the desorption yield decreased to
25 molecules/ion for the pure and 80 molecules/ion for the oxidised copper.

This result is a clear indication that the electrical and, hence, the thermal con-
ductivity of the material influences its desorption behaviour.

High-Melting Materials Since the beginning of dedicated desorption yield studies
around year 2000, it has been discussed that beam ions might transfer sufficient
energy to melt the target along their flight path. Therefore, high-melting-point
materials were investigated concerning their desorption behaviour. The obtained
data is still unpublished; however, a brief overview can be given.

Targets have been made out of niobium, molybdenum, tantalum, tungsten, and
rhenium, which were irradiated perpendicular with 1.4 MeV/u zinc ions. Some
of the targets have been coated by thin films of silver, gold, palladium, and NEG
(consisting of titanium, zirconium, and vanadium). The results showed that there
is no evidence of an effect of the high melting point on the ion-induced desorption
yield. All measured yields were in the range of ±25% identical with the yields of
stainless steel.



10.3 Investigations on Heavy Ion-Induced Desorption 493

Among the coatings, however, all NEG-coated samples (saturated) showed a
factor of 2 higher yield and the palladium-coated samples even had a factor of six
to seven higher yield [68]. In both cases the higher yield was only determined by
hydrogen desorption, which points to the high hydrogen gettering capability of
the respective coating material.

10.3.4.2 Surface Coatings

Noble Metal Coatings To prevent oxidation and preserve high conductivity, noble
metal coatings were applied to the copper samples. Gold and rhodium were tested
and applied on etched oxygen-free, high conductivity copper with thicknesses
between 250 nm and 1 μm, prepared by vapour deposition, sputtering, and gal-
vanic deposition. As gold showed a high diffusion into the copper substrate upon
the vacuum bakeout, a diffusion blocking layer of roughly 200 nm nickel was
applied underneath the gold coating. In the case of rhodium, diffusion was not
visible and, hence, a diffusion blocking layer was not applied. The rhodium coat-
ing of roughly 150 nm was sputter coated.

In the ERDA spectra, a difference in the purity of the different applied gold
coatings was visible [74]. Both of the physical vapour deposition (PVD) methods
resulted in very pure gold layers. On the other hand, the galvanic gold layer con-
tained a total amount of 10% organic components such as C, N, and O. The first
samples without diffusion barrier showed an intermixing of gold and copper [76],
stemming from the UHV bakeout. The desorption yields for gold-coated copper,
measured with 1.4 MeV/u Xe21+ ions, were 220 molecules/ion for evaporated, 155
molecules/ion for sputtered, and 240 molecules/ion for galvanic gold. Later the
samples with a nickel diffusion barrier had a desorption yield of 90 molecules/ion
initially and 25 molecules/ion after 1 × 1013 ions/cm2 [74].

The intermixing of rhodium and copper was much less pronounced as com-
pared to the gold samples. Only after heating the rhodium-coated samples up to
400 ∘C an inter-diffusion and a subsequent oxidation of the copper was visible
with even up to 15% oxygen within 50 nm from the surface. The initial desorp-
tion yield was about 1050 for the rhodium-coated samples. After roughly 6 × 1012

ions/cm2, the desorption yield dropped to 350 molecules/ion.

Getter Coatings Getter coatings such as NEG consisting of titanium, zirconium,
and vanadium provide very high pumping speeds for chemical active gases. How-
ever, the gettering capability also increases the amount of available gas molecules
that are bound at surface-close regions of the sample and are suspected to be
released upon irradiation.

Only one qualitative measurement was performed where activated and satu-
rated getter films were compared concerning their desorption behaviour [34].
The set-up consisted out of an NEG-coated tube and end flange that were irradi-
ated. To determine the desorption yield, the pumping speed of the getter has to
be considered and is extensively estimated in the cited work. As an example, the
pumping speed for activated TiZrV getters is few 10 m3/(s⋅m2) [69].

Generally, the obtained results suggest that the desorption yield of saturated
NEG is two to four times higher than for freshly activated NEG. The increase
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of the desorption yield within this comparison is represented exclusively by CO,
which was also the saturation gas. This states the presumption mentioned earlier.

Some examples of surfaces coatings are included in Table 10.1.

10.3.4.3 Cleaning Methods
To obtain clean surfaces, different techniques have been tested. The most rep-
resentative collection of tested cleaning methods is published by Mahner [36].
Tubes made out of 316LN were tested untreated, polished, and cleaned by glow
discharge. The chemical polished and electropolished tubes all showed a simi-
lar pressure rise of 4.1–6.7 × 10−6 Pa when irradiated with 4.2 MeV/u lead ions
under grazing incidence, corresponding to𝜒 = 6200–10 000 molecules/ion. This
is about a factor of 2 better than the untreated tube. However, the argon glow
discharge-cleaned tubes showed a pressure increase between 1.5 and 3 × 10−5 Pa
(𝜒 up to 62 000 molecules/ion), while the He–O2 glow discharge-cleaned tube
behaved similar to the untreated tube.

Table 10.1 Pressure rise and related desorption yields of differently cleaned and coated target
tubes, irradiated with 4.2 MeV/u lead ions under grazing incidence

Sample
number Vacuum chamber 𝚫p [Pa] 𝝌total [molecules∕ion]

1 TiZrV (1.5 μm sputtered) on 316 LN 3.87 × 10−8 58
2 St707 (getter strips) 1.60 × 10−7 240
3 Pd (0.6 μm sputtered) on 316 LN 1.73 × 10−7 260
4 TiZrV (1.5 μm sputtered) on 316 LN 1.73 × 10−7 260
5 Ag (2 μm galvanic) on 316 LN 8.27 × 10−7 1 240
6 Au (30 μm galvanic) on 316 LN 9.07 × 10−7 1 360
7 304 L 2.13 × 10−6 3 200
8 316 LN (vented after scrubbing) 3.60 × 10−6 5 400
9 316 LN (50 μm electropolished) 4.40 × 10−6 6 600
10 316 LN (50 μm chem. polished) 4.13 × 10−6 6 200
11 316 LN (as No. 10, getter purified) 4.67 × 10−6 7 000
12 316 LN (150 μm electropolished) 6.27 × 10−6 9 400
13 316 LN (50 μm electropolished) 6.67 × 10−6 10 000
14 316 LN (LEIR type, not polished) 1.33 × 10−5 20 000
15 316 LN (He–O2 glow discharged) 1.12 × 10−5 16 800
16 Al 1.33 × 10−5 20 000
17 Cu 1.47 × 10−5 22 000
18 Mo (127 μm foil) 1.60 × 10−5 24 000
19 316 LN (Ar–O2 glow discharged) 1.87 × 10−5 28 000
20 Si (0.4 μm evaporated) on 316 LN 2.40 × 10−5 36 000
21 316 LN (Ar–O2 glow discharged) 4.13 × 10−5 62 000

Source: Mahner 2008 [36]. Reproduced with permission of American Physical Society.
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With the same experimental campaign, a technique called getter purifying was
tested [36, 77]. That is, the sample is coated by a getter film, e.g. TiZrV, and subse-
quently the getter is activated. Afterwards the getter thin film is removed by etch-
ing. The idea behind this procedure is that the getter wrests gas form surface-close
layers of the sample and thus cleans the sample, which leads to lower amounts of
available gas when the getter film is removed afterwards. The results are sum-
marised in Table 10.1. For more details and partial pressure distribution, refer to
[32, 34, 36].

10.3.4.4 Energy Loss Scaling
At different energies, stainless steel and oxygen-free copper samples have been
irradiated with different ion beams in a wide energy range. With exception of
the irradiation with K ions, all experiments were performed under perpendicu-
lar incidence. Within the respective experimental series, the energy loss dE∕dx
inside of the material was varied via the ion energy (better velocity, compare also
Eq. (10.20)). It was found that the desorption yields could be plotted in relation
to the energy loss to the power of 2 [37, 78, 79]. Within the reported error bars of
up to 30%, stemming mainly from the pressure measurement technique, all val-
ues obey the (dE∕dx)2 scaling. By implementing a scaling value k and writing the
desorption yield as

𝜒 = k
(

dE
dx

)n

(10.18)

with n = 2, all values can be plotted together as shown in Figure 10.16 [67, 79, 80].
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Also at low ion energies, a quadratic scaling with the electronic energy loss was
found, even though, at least for xenon and potassium projectiles, the stopping
power is dominated by elastic nuclear scattering; refer to Section 10.3.5.1.
This finding states the significance of the electronic stopping mechanism for
ion-induced desorption.

Maurer et al. also measured a quadratic energy loss scaling with uranium ions
of few 100 MeV/u on gold-coated copper [65]. Here the scaling holds true for
the target at ambient temperature, but for cryogenic targets no evidence for an
energy loss scaling could be found so far [63].

10.3.4.5 Angle Dependence
In all irradiation experiments with ions in the mega-electron volts to
giga-electron volts range, it was reported that grazing incidence leads to
higher desorption yields as perpendicular impact [32, 37, 79]. Grazing incidence
depicts the situation of beam loss ions impinging on a beam pipe under less than
a few degrees. On the other hand, steeper angles like, 19∘ as used for the ERDA
measurements, do not lead to higher desorption yields as compared with perpen-
dicular incidence. Even though a dedicated investigation of the angular depen-
dence of the desorption yields for ions impinging at grazing incidence was not
performed so far with the exception of the reported experiments, three aspects
have to be taken into consideration when discussing the angular dependence.

First, a technical sample has a remarkable rough surface with mean roughness
values Rz of up to some micrometres. In the case of an ion hitting under grazing
incidence, the ion can enter and leave the target several times on its flight path
through the roughness hills and valleys as depicted in Figure 10.17a [81]. This
leads to the desorption of gas from many surfaces with one and the same ion
at one and the same time and also the pathway for diffusion is short within that
structure. Second, regarding an ion beam of round shape with finite size, the irra-
diated area is increasing like the tangent of the irradiation angle 𝛼 (ΔA ∝ tan 𝛼).
The increased area offers an increase in surface adsorbates that can be released
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by the beam. However, this is also the case for steeper angles and should there-
fore lead to increased desorption yields whenever tilting the target away from
perpendicular incidence. Moreover, with increasing area, the area density of ion
impacts decreases and this, in turn, leads to lower energy density deposited into
the target that should decrease the desorption yield.

Third, on grazing incidence, all of the ion energy is deposited into a surface-near
region of the target. This means that a major area is heated up by the ion and a
larger surface for desorption and a larger surface-near volume for diffusion are
addressed; compare Figure 10.17b. Considering a transient heated region radially
around the ion track, a tilted entrance angle of the projectile beam leads to an
elliptically shaped temperature distribution on the sample surface.

It also has to be taken into account that, depending on the collision system,
at grazing irradiation incidence a large percentage of projectile ions is scattered
elastically in forward direction and collides with the environment in an uncon-
trolled manner [79].

10.3.4.6 Conditioning
The interaction of energetic ions with production targets or cryogenic surfaces
requires the conditioning of the components prior to their application. Different
conditioning methods have been tested and compared such as cleaning by the ion
beam also called beam scrubbing, sputter cleaning of the surface by a 5 keV argon
sputter gun, and heating of the target (Figure 10.18). It was found that cleaning
by the ion beam itself is most ineffective. However, the data only consists of few
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irradiations, 1.4 MeV/u xenon on stainless steel [35, 74], 4.8 MeV/u calcium on
gold-coated copper [82], and 4.2 MeV/u lead on coated steal tubes [36].

Sample cleaning by kilo-electron volts Ar ions can reduce the desorption yield.
However, this procedure is complex and not very effective. Moreover, the sur-
face of the treated component is changed significantly; in the case of the tested
gold-coated copper, the gold coating was partially removed and after five hours
of sputtering the surface appeared cuprous.

The most effective target conditioning can be achieved by thermal annealing.
This procedure was already tested in 2007 with the rhodium-coated copper sam-
ples [40]. These samples were mounted on UHV-compatible sample heaters. One
of the samples was heated up to 400 ∘C in situ before irradiation. The temperature
was kept on 400 ∘C for roughly five minutes; however the complete heating cycle
from room temperature and back took two hours. After heating, the sample was
irradiated and a desorption yield of 260 was found, four times less as compared
to the unbaked rhodium-coated sample.

A more detailed study was performed in 2015 with different annealing tem-
peratures and treatment times. In this study the samples were annealed in situ in
the UHV environment of the irradiation set-up [82]. It stated the obvious, that
higher temperatures reduce the desorption yield faster and more effectively and
longer annealing times lead to lower desorption yields. However, it was also found
that the ultimate reduction of the desorption yield is dependent on the annealing
temperature (see Figure 10.18). This means that in the example, the reduction
that is achieved by 300 ∘C cannot be reached by 200 ∘C annealing in reasonable
annealing time. For example, the desorption yield of a 200 ∘C annealed sample
was reduced to 26% of the initial value after four hours of annealing. Another 15
minutes of subsequent annealing of the same sample at 300 ∘C reduced the yield
further down to 4% of the initial value.

10.3.4.7 Cryogenic Targets
To investigate how important the surface coverage of cryogenic surfaces is,
desorption experiments have been performed with cold targets at different
temperatures, including dedicated application of different amounts of gas to be
frozen on the surface.

The targets consisted of oxygen-free copper, pure, gold-coated, and coated
with amorphous carbon. In all cases, the target was mounted onto a cold head
closed-cycle cryostat where temperatures down to less than 10 K could be
achieved, for what a thermal screen was needed. Assisted by DC-heaters any
desired temperature between Tmin and ambient temperature could be regulated.
In the case of copper, one tubular target existed, called cold bore, that could be
tilted to obtain grazing impact angles [83]. In all other cases, the irradiation was
only possible under perpendicular incidence.

The pressure rise and therefore the desorption yield at Tmin was in all cases
roughly a factor of 15 lower than at ambient temperature, related to all residual
gas species, except hydrogen, which only decreased by a factor of two [84]. As
numbers, the desorption yield from the copper target ranged from 𝜒 = 500 to
8000 molecules/ion between 6.3 K and ambient temperature and for gold-coated
copper from 𝜒 = 400 to 6000 molecules/ion when irradiated with 4.2 MeV/u
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lead ions [84]. An increase of the desorption yield with temperature was also
observed in [65], during the irradiation of gold-coated copper with uranium ions
at few 100 MeV/u. Here, the desorption yield increased from 𝜂 ≈ 250 to ≈ 3000
molecules/ion between 50 K and ambient temperature.

At the lowest achievable temperature, 6.3 K, an increasing number of CO layers
was grown on the cryo target to test the impact of the amount of adsorbed gas
on the desorption yield [85]. The results are displayed in Figure 10.19. Starting
from 1 ML, for each irradiation a thicker layer was grown by the introduction of
gaseous CO and the new layer was irradiated again. Finally, up to 300 ML were
grown. The result was that the increasing number of CO layers increases the des-
orption yield from 𝜒 = 500 CO/ion for 1 ML to 𝜒 = 50.000 CO/ion for 40 ML
regardless if irradiated with 1.4 MeV/u xenon or 4.2 MeV/u lead ions. The des-
orption yield does not further increase when the surface coverage exceeds about
40 ML. This result is of importance for the start-up of new cryogenic accelerators,
e.g. to determine the maximum pressure at which the cool-down can be started.

10.3.5 Theoretic

10.3.5.1 Interaction of Ions with Matter
The interaction of ions with matter is characterised by their slowing down due
to energy loss while penetrating the target. Basically, two slowing down mecha-
nisms must be distinguished, nuclear and electronic stopping, whereas the type
of mechanism is dependent on the ion velocity. The kinetic energy is transferred
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Figure 10.20 Energy loss of gold ions in stainless steel as a function of their specific energy.

to the target where several reactions can occur, depending on the stopping mech-
anism and the target material. Figure 10.20 shows exemplarily the amount of
transferred energy per path length [keV/nm] versus the ion energy for gold ions
in stainless steel [48]. It can be seen that lower energetic ions are slowed down
in the nuclear stopping regime, whereas higher energetic ions are slowed down
in the electronic energy loss regime. A rough comparison shows that the energy
transfer in the electronic energy loss regime is 1 order of magnitude higher than
in the nuclear energy loss.

Nuclear stopping is actually an improper chosen term. This mechanism occurs
at collision energies below 1 MeV/u, where nuclear reactions are virtually impos-
sible [86]. The term rather originates from the fact that only elastic two-body
collisions between the ion and the target nuclei occur. The energy transfer in
a two-body collision can be described by Rutherford mechanics at the basis of
Coulomb forces. It is only dependent on the ratio between the ions mass M1
and the mass of the target nucleus M2 as well as on the scattering angle 𝜙 as
can be seen in Eq. (10.19), which describes the ratio of the energy of a projectile
before (E0) and after (E1) the collision. The scattering angle depends on the small-
est distance of the projectile ion from the target nucleus, the so-called impact
parameter, and is of statistic nature [41, 44]:

E1

E0
=
⎛⎜⎜⎜⎝
√

(M2
2 − M2

1sin2
𝜙) + M1 cos𝜙

M1 + M2

⎞⎟⎟⎟⎠
2

(10.19)

In reality, many two-body collisions with the ion occur and subsequent collisions
of accelerated target atoms with other target atoms result in collision cascades
that distribute the kinetic energy along and around the ion path. The result of
nuclear stopping inside the target is the creation of point defects, e.g. voids, where
an atom has been removed from its lattice site, or interstitials, where the ion is
stopped outboard a lattice site. Point defects change the properties of matter in
many ways. For example, they lead to mechanical stress within the lattice planes,
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which is applied material hardening [87–89]. Other examples are the modifica-
tion of electrical and optical properties, such as the conductance or coloring of
the material. If a collision cascade is directed towards the surface and the remain-
ing kinetic energy of the cascade atoms is sufficiently high, target atoms can leave
the surface towards the vacuum. This mechanism is typically called sputtering
and leads to erosion of the target over high irradiation fluences [90]. Sputtering
yields are of the amount of ≤10 [28, 29]. They contribute to the particle stream
into the vacuum system similar to gas flow, e.g. out of a vacuum leak. However,
this contribution is hard to quantify as most sputtered target atoms are predom-
inately of a non-volatile kind and their sticking probability to the vessel wall is
very high [91]. Hence, their residence time in the vacuum is rather short. Never-
theless, these particles can lead to scattering and charge exchange of the primary
beam in a particle accelerator.

Electronic stopping is the dominating stopping mechanism for ions at energies
above few 100 keV/u [48]. The term stands for the fact that the ion beam pre-
dominately interacts with the electrons of the target due to Coulomb forces. The
deposited energy is transferred by excitation of the target electrons and ionisa-
tion of the target atoms. The amount of deposited energy per path length dE/dx
can be described by the Bethe–Bloch formula, which is given here in a very basic
form [46]:

−dE
dx

=
4𝜋nZ2

eff

mev2

(
e2

4𝜋𝜖0

)2

ln
(2mev2

I

)
(10.20)

where n denotes the electron density and I the mean ionisation potential of the
material wherein the ion is slowed down. From the equation, it can be found that
the energy deposition depends mainly on the velocity v and the effective charge
Zeff of the projectile [92].

10.3.5.2 Inelastic Thermal Spike Model
After an ion collision in the electronic stopping regime, the electrons carry the
energy radially away from the track, leaving a cylindrical space charge zone
around the ion trajectory. At that time of about 1 × 10−14 s, all energy is stored in
the electronic subsystem of the target, whereas the lattice of the material is still
cold. Two competing models describe the subsequent behaviour of the target
material. In the Coulomb explosion model, damage can occur if the space charge
is not moderated fast enough [93]. This might be the leading damage creation
process in insulators where electrons are immobile, but for metals it is unlikely
due to the high electron mobility. However, there exist only few quantitative
approaches for Coulomb explosion calculation. The other model describes the
moderation of energy in the electronic subsystem via electron–phonon cou-
pling. Coupling of energy from the electrons to the lattice leads to fast heating
of the track region, eventually to temperatures higher than the melting or even
evaporation temperature, depending on the material. The molten region freezes
subsequently, which leads to a latent track, equivalent to radiation damage.
Even below melting point, the enhanced temperature can lead to desorption of
gas and diffusion out of the track several nanometres in radius around the ion
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Figure 10.21 Temperature of the electronic and lattice system versus time. This plot shows
the temperature in the very centre of the track, at radius = 0 nm. The calculation was done for
1.4 MeV/u xenon in copper.

impact. This contributes to the particle density inside the vacuum vessel and
increases the pressure.

The earlier described mechanism of a single ion heating a track of several
nanometres is called ‘inelastic thermal spike model’ [94]. In summary, the
processes as shown in Figure 10.21 can be written as [95]:
• 1 × 10−17 to 1 × 10−16s: Energy deposition, generation of delta electr-

ons. Lattice cold.
• 1 × 10−15 to 1 × 10−14 s: Energy distribution by electron cascade. Lattice still

cold.
• 1 × 10−13 to 1 × 10−12 s: Electron–phonon coupling. Lattice heating.
• 1 × 10−12 to 1 × 10−10 s: Lattice cooling. Cooling speed depends on the mate-

rial.
Mathematically, the above described processes are a two-temperature model,

which treats the electronic and the lattice subsystem independently, whereas the
energy is transferred by a coupling term from one to the other system [96]. Both of
the equations, for the electrons as well as for the lattice, are basically the classical
heat flow equation in radial geometry at a constant volume [97], extended by a
source term (A(r, t) and B(r, t), respectively) which is determined by the energy
loss and the coupling term g(ΔT). They read as

Ce(Te)
𝜕Te(r, t)
𝜕t

= −1
r
𝜕

𝜕r

(
rKe(Te)

𝜕Te(r, t)
𝜕r

)
− g(Te − Ta) + A(r, t)

(10.21a)
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and

Ca(Ta)
𝜕Ta(r, t)
𝜕t

= −1
r
𝜕

𝜕r

(
rKa(Ta)

𝜕Ta(r, t)
𝜕r

)
+ g(Te − Ta) + B(r, t)

(10.21b)

where Te and Ta represent the temperature of the electronic and the lattice sys-
tem, respectively. Ke∕a denotes the thermal conductivity and Ce∕a the specific
heat. If the electronic system has a higher temperature than the lattice, energy is
coupled to the lattice system, heating it up. If, in contrast, the lattice system has
a high temperature, energy is coupled onto the electrons which thereby moder-
ate the energy and cool the lattice. Solving the equations results in a time- and
position-dependent temperature profile radially around the ion impact. The tem-
peratures for the electronic subsystem and for the lattice system are shown versus
radius and time in Figure 10.22. Note that the temperature of the electronic sub-
system is orders of magnitude higher than the temperature of the lattice system.

The transient increase of the temperature leads to enhanced thermal desorp-
tion of gas of the amount s bound to the surface with the desorption energy Edes
in terms of [98]:

𝜒 = 2𝜋
∫

tmax

0 ∫

rmax

0
𝜈0(T(r, t))s(r, t)e

(
− Edes

kBT(r,t)

)
r dr dt (10.22)

with the radius r, whereas the integration limits for the time tmax and for the space
rmax are chosen according to the simulation results. Figure 10.23 shows a differen-
tial desorption yield calculation using Eq. (10.22) for a 1.4 MeV/u xenon impact
on copper. Integrating the calculated result over space (in circular geometry) and
time leads to the total amount of desorbed gas per incident ion.
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The model as described above has been used to calculate different experimental
collision systems. With constant boundary conditions such as 1 ML gas coverage
(s(r, 0) = 1019m−2) and Edes = 0.4 eV binding energy, different ions, impacting on
different targets with different energies have been calculated. The results are dis-
played in Table 10.2. In fact, the model is not ab initio and some uncertainties
have to be admitted. These are the electron-phonon-coupling, the binding energy
which influences the results very sensitively and the absolute surface coverage.
However, these values have been kept constant for the calculation to compare dif-
ferent collision systems. Thereby, the model reproduces the experimental results
fairly good, especially for different ions and target materials.

Table 10.2 Comparison of experimental and theoretic desorption yield values of
different collision systems

Projectile E [MeV/u] Target 𝝌experiment [molecules∕ion] 𝝌calculated [molecules∕ion]

Xenon 1.4 Copper 290–360 185
Xenon 1.4 Gold 90 165
Xenon 1.4 Rhodium 915–1 286 3 400
Xenon 1.4 Cu2O 1 530 10 000
Carbon 1.4 Copper 10 5
Chrome 1.4 Copper 150 40
Lead 1.4 Copper 800 525
Lead 4.2 Gold 800 675
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10.4 Conclusion: Mitigation of Dynamic Vacuum
Instabilities

From the gathered modelling results and experimental findings, some guidelines
for the design of ion-accelerator vacuum systems can be given to minimise the
effect of vacuum instabilities during operation. These suggestions should be con-
sidered as state of technology in 2019 and can possibly be completed or slightly
modified in future. However, from the view of a vacuum or surface scientist, they
seem to be reasonable.

As a common solution in heavy ion ring accelerators, dedicated catchers for
lost ions have been used since 2004. These collimators catch charge-exchanged
ions after the dipole magnet instead of allowing them to hit the vacuum chamber
wall in an uncontrolled way. The beam loss occurs on a block that is installed such
that charge-exchanged ions are captured under perpendicular incidence with a
collimation efficiency close to 1, while the aperture for the main ion beam is unaf-
fected. As constituted in all experiments with swift heavy ions, the desorption
yield for irradiation under perpendicular incidence is lower as compared to graz-
ing incidence. However, the effect of increasing the desorption yield is evident for
irradiation angles of few degrees or less to the surface. As an advice to the vacuum
designer, the impact angle should be as steep as possible, ideally perpendicular.
This can possibly be achieved by structuring the surface or by the installation
of catcher devices, such as collimators, located in the loss regions. For heavy
ion accelerators, the loss regions are in a distance after a bending magnet where
ions with modified m/q hit the vessel wall. Depending on the charge state of the
ion, electron loss as well as electron capture can occur in different intensities.
However, the predominating charge state modification encounters one electron
(kq± 1) and higher modifications are less intense.

In contrast to any other imaginable collision point in the accelerator, the
collimators are tailored exclusively for lowest desorption yields. In experiments
between 2003 and 2008, a clear indication was found that high conducting
metallic targets show the lowest desorption yields and this finding could be
confirmed by thermal spike calculations. Between metals, e.g. copper has a much
higher conductivity as stainless steel and tungsten, and the conductivity of gold
is similar to that of copper. As gold is a noble metal, an oxidation in vacuum over
a long time or even on atmosphere can be excluded, in contrast to pure copper.
Copper is chemically active and therefore it changes its surface properties
over time, at least in poor vacuum environments. Hence, the best material for
collimators and other devices interacting with the beam would be gold. For cost
reduction, a gold layer of ≈ 1 μm on top of high-conductivity copper is adequate:
The conductivity remains high and gold prevents the copper from growing an
oxide layer. The disadvantage of a gold layer on top of copper is the diffusion
of the metals into each other. Dedicated diffusion blocking layers of chrome or
nickel (≈ 0.5 μm) can reduce the inter-diffusion. Another possibility is to have
a gold layer that is thick enough to stop the ion inside this layer. Depending on
the ion beam energy this can charge a gold layer of few 10 μm and has to be well
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reflected if it should be preferred. However, in that case the block itself can be
made out of stainless steel instead of copper.

All collimator blocks are heatable independent of the vacuum system bakeout.
Thereby, the blocks can be kept always on higher temperature than the rest of the
vacuum system, especially during bakeout and cool-down, which shall keep the
surface coverage low. Recent measurements have shown that dedicated pretreat-
ments, most effectively vacuum bakeouts, can reduce the desorption yields sig-
nificantly. If high temperature is not employable, a similar effect can be achieved
over time, but below the result of higher temperature. After all, a proper pre-
treatment seems to be more important than the choice of the material or coating;
hence also stainless steel components might be optimised for low desorption.

The distributed pumping speed of the vacuum system and especially the pump-
ing speed in the vicinity of the collimator blocks must have the maximum achiev-
able value. If restrictions in space impede the installation of booster pumps, getter
films should be taken into account. Especially NEGs are recommendable due
to their outstanding performance concerning pumping speed for active gases,
gettering capacity and secondary electron yield. An activation of the residual or
desorbed gas by the ion beam has to be considered, and the risk of storing acti-
vated gas in getter thin films has to be calculated. The same applies for cryogenic
surfaces.

Another approach tested at GSI was a wedge-shaped collimator where the ions
were captured under a flat angle of 11∘ [9]. The idea in that conception was to keep
the desorbed gas away from the beam axis as the collision and subsequent des-
orption occurs on the far side of the collimator with a huge pumping speed facing
that side. However, this test ended without success, because the fabrication and
support of the collimator block was much more complicated and, furthermore,
the measured desorption yield was about five times higher as compared to the
block geometry, eventually due to the flat incident angle. Figure 10.24 shows a

Beam

Wedge

Block

Actuator

(a) (b)

Figure 10.24 (a) Sketch drawing of a testing prototype of the collimators used at SIS18 at GSI,
including a wedge and a block-shaped collector. Source: Omet et al. 2008 [9], Fig. 2. Reprinted
with permission of CERN. (b) Photography of the finally installed collimators. Blocks are
installed on both sides of the beam pipe to collect ions of both increased and decreased
charge states.
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schematic sketch of a test set-up and a photograph of the finally built beam loss
collimators (block geometry) that were installed in SIS18 at GSI and in a similar
form in LEIR at CERN. After the installation the achievable ion beam intensity
was increased by over 1 order of magnitude [99].
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residual gas ionisation 9
risk to personnel safety 11
sensitive surface, contamination of

9–10
synchrotron radiation 29
vacuum design objectives 12
vacuum specifications 6–13

photoelectron energy distribution
curves

of Cu co-laminated on stainless steel
74

of gold 72, 73
modification 75

photoelectron production
incidence angle effect 76
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photon energy effect 72–75
total photoelectron yield 69–72

photon induced molecular cracking, of
cryosorbed gas 312–318

photon reflectivity 61, 64
copper mirror 62, 63
diffuse and forward scattered

reflectivity 64
experimental set-up 64, 65
flat and sawtooth copper surface 67,

68
flat LHC copper surface 69

photon stimulated desorption (PSD)
128

bakeout effect 137–140
critical photon energy 136–137
for different materials 131–134
vs. electron stimulated desorption

144
as function of amount of desorbed gas

135
as function of photon dose 131
gauge method 129
incident angle effect 142–144
in-depth studies of 321
measurements 129, 130
vacuum chamber temperature 141
yield data use

distributed and lump SR absorbers
153–155

lump SR absorber 151–153
scaling the photon dose 145
SR photon flux 148–151
synchrotron radiation from dipole

magnets 145–148
physisorption 273

vs. condensation 273
cryotrapping 279–281
on gas condensates 281–282

pressure instabilities, in heavy ion
accelerators 472, 480

angle dependence 495–496
CERN set-up 486, 487
cleaning methods 493–494
closed system (vessel) 476–478
conditioning methods 496–497
copper 491–492

cryogenic targets 488, 497
desorption yield measurements

481–482
dynamic pressure and beam lifetime

calculations 476–479
energy loss-scaling 494–495
experimental results 489–499
getter surface coatings 492–493
GSI set-up 486–488
heavy ion-induced desorption 480
high-melting materials 492
IMP set-up 489
inelastic thermal spike model

500–504
ion-optical simulation 478
ions interaction with matter

499–500
longitudinal vacuum profile

478–479
materials analysis 483–485
noble metal surface coatings

492–493
stainless steel materials 490–491
TiZrV-coated sample tubes 491
TSL set-up 488

pressure rise method 481

r
radiated energy and power density

31–32
Redhead’s equation 101
residual gas, in vacuum chambers

79–81
ring accelerator, stable operation of

479
Rutherford back scattering (RBS)

spectrometry 483

s
secondary electron emission

incidence angle 374
insulating materials 374–376
re-diffused electrons 371–374
reflected electrons 371–374
surface material effect 368–369
surface roughness effect 369–371
surface treatment effect 367
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secondary electron emission (contd.)
true secondary electrons 371–374

secondary electron yield (SEY)
as function of incident electron

energy 367
incidence angle 374
insulating materials 374
measurement method 365–367
re-diffused electrons 371–374
reflected electrons 371–374
surface material effect 368–369
surface roughness effect 369–371
surface treatment effect 367
true secondary electrons 371–374

short vacuum chambers 428
with gas density at the ends

428–431
with pumping speed at the ends

431–434
synchrotron radiation 294

given pressure at the ends
296–298

given pumping speed at ends
298–300

two-gas system 439, 440
without beam screens 434–437

spectra 56–59, 73, 74, 100, 101, 388,
389, 437, 492

sputter ion pump (SIP) 18, 20, 175,
177, 230, 466

sputtering 74, 179, 481, 492, 497, 500
sticking coefficient 222, 475
sticking probability of sorbing surface

221, 273, 325, 399
storage rings, good vacuum in 8
StrahlSim code 478, 479
superconducting magnets 11, 17, 269,

279, 282, 300, 320, 321, 331, 390,
472

synchrotron radiation (SR) 128
angular flux 32
charged particle emission, in

magnetic field 29–32
from dipoles

emission duration and critical
energy 33–34

photon flux 34–37
photon power 39–41

from insertion devices 43–55
angular aperture 51–52
K-factor 47
method for estimation absorbed

power 54–55
motion of charged particles

43–45
power collected by simple

geometry aperture 54
power distribution in wiggler

52–54
resonant wavelength 45–46
undulator mode 46–51
wiggler mode 46–51

from quadrupoles 42–43
radiated energy and power density

31–32
synchrotron radiation-vacuum chamber

wall interaction 61
photoelectron production 69–76
photon reflectivity 61–69

Synchrotron Radiation Workshop
(SRW) 56

SYNRAD+ 58–59, 246

t
test particle Monte-Carlo (TPMC)

method 245
code input 246–248
code output

gas density and pressure 250
gas flow rate 248–249
mass of molecules 251
pump effective capture coefficient

251
temperature effect 251
transmission probability 250–251
vacuum conductance 250–251

input parameters, defined set of
252–253

molecular beaming effect 259–264
one-dimensional gas diffusion model

257–264
result accuracy 256–257
vacuum chamber in 246
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with variable parameters 253–256
virtual pumping surfaces 252

thermal desorption 22, 87, 93, 94, 100,
101, 112, 130, 156, 175, 185, 230,
252, 253, 289, 308, 337–339, 376,
407, 423, 424, 447, 449, 473–475,
480, 502

thermal outgassing 87
equilibrium pressure 89–91
measurement methods

conductance modulation method
98

gas accumulation method
99–100

thermal desorption spectroscopy
100–101

throughput method 97–98
two-path method 98–99

during pumping 88
rate of materials 93–97
vapour pressure 91–93

thermal transpiration effect 270–272
titanium sublimation pump (TSP) 20,

177, 466
total beam lifetime 8
transmitted photons 144
turbo-molecular pumps (TMP) 20, 83,

186, 265–267, 270, 323, 466

u
ultra-high vacuum/extreme high

vacuum (UHV/XHV) vacuum
system design 175

v
vacuum

definition 5
ranges/degrees of 5

vacuum chamber design
active methods 363–365
active vs. passive mitigation methods

365

chamber wall properties 382
DAΦNE dipole 364
with given pumping speed 441, 442
insulating materials 374–376
KEK 359
observations with beams 394–401
passive mitigation methods 357
pressure variation 381
surface properties at cryogenic

temperature 391–394
wiggler 359

vacuum conductance
of long tubes 224, 225
in molecular flow regime 223
orifice 224
series and parallel connection of tubes

226
of short tubes 225, 226

Vacuum Plumber’s Formulas 223
vacuum specifications 11–12

for particle accelerators 6–13
vacuum system designer 6, 13, 95
VASCO code

basic equation 447–448
cylindrical geometry 447
finite elements 447–448
multi-gas model

in matrix form 448–451
vs. single gas model 452–455

second order linear differential
equation, transformation of
450–451

set of equations 451–452
time invariant parameters 447

x
Xe adsorption isotherms 331
xenon adsorption isotherm 332
X-ray Oriented Programs (XOP) 56


